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The influence function is determined for (twice) repeated median estimators with arbitrary kernel functions, and more generally in the case where the two medians are replaced by a general class of estimators. Asymptotic normality is then established for the repeated median estimator of the slope parameter in simple linear regression. In this case the influence function is bounded. For bivariate Gaussian data the efficiency becomes $4/\pi^2 \approx 40.5\%$, which is the square of the efficiency of the univariate median. The asymptotic results are compared with finite-sample efficiencies. It turns out that the convergence to the asymptotic behavior is extremely slow.

1. Introduction. Consider the simple linear regression model

$$y_i = \alpha + \beta x_i + e_i, \quad i = 1, \ldots, n,$$

where $z_i = (x_i, y_i)$ is the observed vector and $e_i$ represents noise. We assume that the random vectors $(x_i, e_i)$ are i.i.d., and that $x_i$ and $e_i$ are mutually independent with distributions $G$ and $F$, respectively. Many estimates of the slope parameter $\beta$ are based on the pairwise slopes $h(z_i, z_j) = (y_j - y_i)/(x_j - x_i)$ when $x_i \neq x_j$, and $h(z_i, z_j) = 0$ when $x_i = x_j$. For instance, the least squares estimator $\hat{\beta}_{LS}$ may be written as a weighted average,

$$\hat{\beta}_{LS} = \frac{\sum_{i < j} w_{ij} h(z_i, z_j)}{\sum_{i < j} w_{ij}},$$

with weights $w_{ij} = (x_j - x_i)^2$. In a data set with $n = 5$ observations, Boscovich (1757) computed the unweighted average of the 10 pairwise slopes, as well as a 10% trimmed mean given by the average of 8 of these slopes [for a more complete historical discussion see Stigler (1986)]. The estimator of Theil (1950) and Sen (1968) is the median of all pairwise slopes. Frees (1991) gives a survey of these and related estimators.

Another estimator, the repeated median,

$$\hat{\beta}_n = \text{med} \text{ med } h(z_i, z_j),$$

was proposed by Siegel (1982). He showed that when all $x_i$ are distinct (an event with probability 1 if $G$ is continuous), $\hat{\beta}_n$ has a finite-sample breakdown point...
\( \varepsilon_n^* = [n/2]/n \), that is, if fewer than \([n/2]\) vectors \( z_i \) are changed, the estimate remains bounded. This is the maximal possible value of \( \varepsilon_n^* \) for any regression equivariant estimator [Rousseeuw (1984)] and it yields an asymptotic breakdown point of 0.5. [A regression equivariant estimator is one which satisfies

\[
E = \{n/2\}/n, \text{ that is, if fewer than } [n/2] \text{ vectors } z_i \text{ are changed, the estimate remains bounded.}
\]

This is the maximal possible value of \( E \) for any regression equivariant estimator [Rousseeuw (1984)] and it yields an asymptotic breakdown point of 0.5. [A regression equivariant estimator is one which satisfies

\[
E = \{n/2\}/n, \text{ that is, if fewer than } [n/2] \text{ vectors } z_i \text{ are changed, the estimate remains bounded.}
\]

Siegel also showed that \( \tilde{\beta}_n \) is a Fisher consistent estimate of \( \beta \).

The purpose of this paper is to derive the influence function (Section 2) and to prove asymptotic normality (Section 3) of the repeated median slope, given some regularity conditions on \( F \) and \( G \). These findings are compared with Monte Carlo variances in Section 4. In Section 5, we discuss some possible extensions.

The influence function is actually determined quite generally, for an arbitrary kernel function \( h(z_1, z_2) \), and with the two medians in (1.3) replaced by arbitrary estimators \( T_1 \) and \( T_2 \). However, a strict proof of asymptotic normality is given only for the repeated median, and the kernel function corresponding to the pairwise slope. With \( \tilde{\beta}_n \) indicating the estimate for sample size \( n \), our main result (Theorem 3.1) is that

\[
\sqrt{n} \left( \tilde{\beta}_n - \beta \right) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \text{IF}(z_i) + o_p(1) \rightarrow_d N(0, \sigma^2) \quad \text{as } n \rightarrow \infty,
\]

where the influence function is given by

\[
\text{IF}(x, y) = \frac{\text{sgn} \left( \frac{\left[ y - \alpha - F^{-1}(0.5) - \beta G^{-1}(0.5) \right]}{\left[ x - G^{-1}(0.5) \right]} \right)}{2f(F^{-1}(0.5))EG \left( \left| X - G^{-1}(0.5) \right| \right)}
\]

and

\[
\sigma^2 = \int \text{IF}(x, \alpha + \beta x + e)^2 dK(x, e)
\]

(1.6)

\[
= \frac{1}{4f(F^{-1}(0.5))^2 \left( EG \left| X - G^{-1}(0.5) \right| \right)^2},
\]

with \( K = G \times F \). [Formula (1.4) is linked to Hampel’s (1974) definition of the influence function by means of a von Mises expansion.] We see from (1.5) that the influence function is bounded, giving another illustration of the robustness of the repeated median. Actually, it follows from (1.4) and the Bahadur approximation of sample medians by a sum of i.i.d. variables that

\[
\tilde{\beta}_n - \tilde{\beta}_{\text{MED}} = o_p(n^{-1/2}),
\]

where

\[
\tilde{\beta}_{\text{MED}} = \text{med}_i \left\{ \frac{y_i - \alpha - F^{-1}(0.5) - \beta G^{-1}(0.5)}{x_i - G^{-1}(0.5)} \right\},
\]

which in general is not computable, since \( \alpha \) and \( \beta \) are unknown. The influence function for \( \tilde{\beta}_{\text{MED}} \) is also given by (1.5). In the special case of simple linear
regression through the origin \((\alpha = 0)\), when \(F \sim N(0, V)\) for some \(V > 0\) and \(G\) is symmetric, \(\hat{\beta}_{\text{MED}} = \text{med}(y_i/x_i)\), and this estimator has minimal gross-error sensitivity

\[(1.9) \quad \gamma^* = \sup_z |IF(z)|\]

within a large class of estimators including all GM-estimators [cf. Ronchetti and Rousseeuw (1985), Hampel, Ronchetti, Rousseeuw and Stahel (1986), Section 6.3, and He and Simpson (1993)].

For bivariate Gaussian data, the asymptotic efficiency of \(\hat{\beta}_n\) becomes \(4/\pi^2 \approx 40.5\%\). However, the finite-sample efficiencies vary between 53\% and 62\% for sample sizes between 20 and 40,000 (see Section 4). The Theil–Sen estimator (obtained by taking the median of all pairwise slopes) has a much higher efficiency of 91.5\%, but a lower breakdown point of \(1 - 1/\sqrt{2} \approx 29\%\) and a higher gross-error sensitivity. The \(L_1\)-estimator also has a higher asymptotic efficiency (in fact, \(2/\pi \approx 63.7\%\)) at bivariate Gaussian data, but an unbounded influence function and a 0\% breakdown point.

Our results are restricted to simple linear regression. Repeated medians can also be used for estimating the slope parameters in multiple linear regression, using kernel functions with more than two arguments [Siegel (1982)]. However, these estimators are not affine equivariant when the number of slope parameters is two or more, that is, they do not transform properly under affine transformations of the carriers. The asymptotic properties of the repeated median estimator in higher dimensions form an interesting area for future research.

2. Influence functions. In this section we give a heuristic derivation of the influence function, in order to motivate the results of the next section, even though the setup is more general here.

Given a Euclidean space \(X\), define the kernel function \(h: X \times X \to \mathbb{R}\). Assume also that \(z_1, \ldots, z_n\) are i.i.d. observations from \(X\) with common distribution \(K\). Let \(T_1\) and \(T_2\) be two estimators that may be written as functionals of the empirical distribution. For each \(z\), put \(H(z) = T_1(L_z)\), where \(L_z = L_K(h(z, Z))\) and let \(\theta = T_2(L)\), where \(L = L_K(H(Z))\), be the functional that we want to estimate. In order to estimate \(\theta\) we first estimate \(H(z_i)\) by \(\hat{H}(z_i) = T_1(L_{z_i, n-1})\), where \(L_{z_i, n-1}\) is the empirical distribution formed by \(\{h(z_i, z_j); j \neq i, i \text{ fixed}\}\). Then set

\[(2.1) \quad \hat{\theta}_n = T_2(L_n),\]

where \(L_n\) is the empirical distribution formed by \(\hat{H}(z_1), \ldots, \hat{H}(z_n)\). Note that \(\hat{\theta}_n\) reduces to a \(U\)-statistic if both \(T_1\) and \(T_2\) are sample means, and to a repeated median estimator if both \(T_1\) and \(T_2\) are sample medians.

Assume next that \(T_1\) is differentiable at \(L_z\) for all \(z\) and that \(T_2\) is differentiable at \(L\), and introduce the influence functions \(IF_1(z_1, z_2) = IF(h(z_1, z_2))\),
Provided that $\text{IF}_2$ is differentiable, the estimate $\hat{\theta}_n$ may be expanded as
\[
\hat{\theta}_n - \theta = \frac{1}{n} \sum_{i=1}^{n} \text{IF}_2(\widehat{H}(z_i)) + R
\]
\[
= \frac{1}{n} \sum_{i=1}^{n} \text{IF}_2 \left( H(z_i) + \frac{1}{n-1} \sum_{j, j \neq i} \text{IF}_1(z_i, z_j) + R_i \right) + R
\]
\[
= \frac{1}{n} \sum_{i=1}^{n} \text{IF}_2(\widehat{H}(z_i)) + \frac{1}{n(n-1)} \sum_{i, j, i \neq j} \widetilde{h}(z_i, z_j) + \widetilde{R},
\]
where $\widetilde{h}(z_1, z_2) = \text{IF}_2'(H(z_1))\text{IF}_1(z_1, z_2)$. (If $T_1$ and $T_2$ are both sample means, we have $\widetilde{R} \equiv 0$.) When the remainder term $\widetilde{R}$ is $o_p(n^{-1/2})$ (which has to be determined for each case separately) and the kernel of the $U$-statistic in (2.2) is square integrable, that is, if $E_K h(Z_1, Z_2)^2 < \infty$, we may use the method of projection of a $U$-statistic [cf. Serfling (1980), Section 5.3] to obtain
\[
\hat{\theta}_n - \theta = \frac{1}{n} \sum_{i=1}^{n} \text{IF}(z_i) + o_p(n^{-1/2}),
\]
where
\[
\text{IF}(z) = \text{IF}_2(H(z)) + E_K \left[ \text{IF}_2'(H(Z)) \text{IF}_1(Z, z) \right].
\]
The central limit theorem then yields
\[
\sqrt{n}(\hat{\theta}_n - \theta) \rightarrow_d N(0, \sigma^2),
\]
where
\[
\sigma^2 = E_K \text{IF}(Z)^2.
\]
Suppose now that both $T_1$ and $T_2$ are medians, so that $\hat{\theta}_n$ corresponds to a repeated median. For uniqueness, we define the median as the right-continuous inverse of the corresponding distribution function throughout the paper, so that
\[
H(z) = L_z^{-1}(0.5) = \inf \{x; L_z(x) > 0.5\},
\]
and
\[
\theta = L^{-1}(0.5) = \inf \{x; L(x) > 0.5\}.
\]
Similarly, sample medians are defined as the right-continuous inverse of the empirical distribution formed by the sample, that is, the observation with rank.
The influence functions are given by

$$\text{IF}_1(z_1, z_2) = \frac{\text{sgn}(h(z_1, z_2) - H(z_1))}{2l(z_1)(H(z_1))}$$

and

$$\text{IF}_2(x) = \frac{\text{sgn}(x - \theta)}{2l(\theta)},$$

where $l_z = L_z$ and $l = L'$. Since $\text{IF}_2'$ is difficult to interpret directly in (2.4), we rather replace $T_2$ by an $M$-estimator $T_2^\varepsilon$, based on a score function

$$(2.9) \quad \psi_\varepsilon(x) = \begin{cases} \text{sgn}(x), & |x| > \varepsilon, \\ x/\varepsilon, & |x| \leq \varepsilon, \end{cases}$$

and then we let $\varepsilon \to 0^+$. Setting $\theta_\varepsilon = T_2^\varepsilon(L)$, formula (2.4) for the influence function becomes

$$(2.10) \quad \text{IF}_2^\varepsilon(z) = \frac{\varepsilon \psi_\varepsilon(H(z) - \theta_\varepsilon)}{L\{[\theta_\varepsilon - \varepsilon, \theta_\varepsilon + \varepsilon]\}} + E_{K_\varepsilon}\frac{\text{sgn}(h(z, z) - H(z))}{2l(H(z))},$$

with $K_\varepsilon$ the conditional distribution of $Z \sim K$, given that $H(Z) \in [\theta_\varepsilon - \varepsilon, \theta_\varepsilon + \varepsilon]$. Of course, it has to be shown for each separate case that the remainder term $R$ in (2.2) is negligible and that $\tilde{h}$ is square integrable. Let us give some simple conditions for this to hold (these conditions can be weakened at the cost of more technical arguments). Assume that $L\{[\theta_\varepsilon - \varepsilon, \theta_\varepsilon + \varepsilon]\} > 0$ and that $l_z(H(z))$ is lower bounded away from zero on the support of $K_\varepsilon$. Then $\text{IF}_2'(\cdot)$ and $\text{IF}_1(\cdot, \cdot)$ are bounded on $\mathbb{R}$ and supp($K_\varepsilon$) $\times$ $\mathbb{R}$, respectively. This implies that $\tilde{h}(\cdot, \cdot)$ is bounded and, in particular, square integrable. In order to handle $R$, set

$$S_i = \frac{1}{n-1} \sum_{j \neq i} \text{IF}_1(z_i, z_j),$$

assume that for some $\frac{1}{4} < \alpha < \frac{1}{2}$ it holds that

$$(2.11) \quad \max_i |S_i| = o_p(n^{-\alpha}),$$

$$(2.12) \quad \max_i |R_i| = o_p(n^{-1/2}),$$

that $R = o_p(n^{-1/2})$ and, finally, that $L$ has a bounded density in neighborhoods of $-\varepsilon$ and $\varepsilon$. Then the first-order Taylor approximation in (2.2) holds whenever $|S_i + R_i| < n^{-\alpha}$ and $||H(z_i)| - \varepsilon| \geq n^{-\alpha}$. Therefore, with probability tending to 1 as $n \to \infty$,

$$|\tilde{R}| \leq |R| + \frac{1}{n} \sum_{i=1}^n \text{IF}_2'(H(z_i))R_i + \frac{\|\text{IF}_2\|_\infty}{n} \sum_{i=1}^n I(\{|H(z_i)| - \varepsilon| < n^{-\alpha}\})|S_i + R_i|$$

$$= |R| + o_p(n^{-1/2}) + O_p(n^{-\alpha})n^{-\alpha} = o_p(n^{-1/2}).$$
Of all the conditions given above, the imposed positive lower bound on $I_\varepsilon(H(z))$ is the most restrictive.

If now $\varepsilon \to 0^+$ implies that $\theta_\varepsilon \to \theta$, then $L\{[\theta_\varepsilon - \varepsilon, \theta_\varepsilon + \varepsilon]/\varepsilon \to 2l(\theta)$ and $K_\varepsilon \to K$, for some distribution $K$, and if the appropriate uniform integrability conditions are satisfied for the second term in (2.10) as $\varepsilon \to 0^+$, it follows that

$$
(2.13) \quad \text{IF}^\varepsilon(z) \to \text{IF}(z) = \frac{\text{sgn}(H(z) - \theta)}{2l(\theta)} + E_{K_0} \frac{\text{sgn}(h(z, z) - H(z))}{2l(z)(H(z))}.
$$

To be more precise, the following two conditions justify the limit in (2.13): Let $Z_\varepsilon$ be a random variable with distribution $K_\varepsilon$. Then, suppose that

$$
(2.14) \quad \{\text{IF}_1(Z_\varepsilon, z)\}_{0 \leq \varepsilon \leq \varepsilon_0} \text{ is uniformly integrable,}
$$

for some $\varepsilon_0 > 0$, and that

$$
(2.15) \quad P(Z_0 \in C_z) = 1,
$$

where $C_z = \{z'; \text{IF}_1(\cdot, z) \text{ is continuous at } z'\}$ [Billingsley (1968), Theorems 5.1 and 5.4].

Let us now specialize further to estimation of the slope parameter $\beta$ in (1.1), that is, $X = R^2$, $z = (x, y)$ and $h(z_1, z_2) = (y_2 - y_1)/(x_2 - x_1)$, as in Section 1. It follows from Theorem A.1(i) that the slope $\beta$ is actually given by (2.8), that is,

$$
(2.16) \quad \beta = \theta = \text{med med} \frac{Y_2 - Y_1}{Z_1 \sim K \ Z_2 \sim K X_2 - X_1}.
$$

Because of regression equivariance, we assume w.l.o.g. in the rest of the paper that $\alpha = \beta = F^{-1}(0.5) = G^{-1}(0.5) = 0$. Then, under the regularity conditions (F) and (G) in Section 3, $\text{sgn}(H(z)) = \text{sgn}(xy)$ [Theorem A.1(i)] and $l(0) = \infty$ (Theorem B.1), which implies that the first term in (2.13) vanishes. It may also be seen from the results in Appendix B that $K_\varepsilon$ equals the Dirac measure at $(0, 0)$. The reason for this is that the set $\{z; |H(z)| \leq \varepsilon\}$ looks roughly like [cf. (B.4)]

$$
\{z; 2g(0)|xy| \leq E_G|X - x|\varepsilon\},
$$

and in particular, around the origin, like

$$
\{z; 2g(0)|xy| \leq E_G|X|\varepsilon\}.
$$

This implies that, given any $d > 0$ and $\Omega_d = [-d, d] \times [-d, d],

$$
(2.17) \quad P\left(\Omega_d \cap \{z; |H(z)| \leq \varepsilon\} \right) \asymp \varepsilon \log\left(\frac{1}{\varepsilon}\right), \quad \text{as } \varepsilon \to 0^+,
$$

while

$$
(2.18) \quad P\left(\Omega_d^c \cap \{z; |H(z)| \leq \varepsilon\} \right) = O(\varepsilon), \quad \text{as } \varepsilon \to 0^+.
$$
If now either the error distribution $F$ or the carrier distribution $G$ is symmetric, it is not hard to see that $L$ is also a symmetric distribution, and therefore $\theta_0 = 0$. Hence, in this special case $K_0$ is the conditional distribution of $Z \sim K$ on the set \{z; $|H(z)| \leq \varepsilon$\}, and so by (2.17)-(2.18) it converges weakly to $\delta_0$ as $\varepsilon \to 0^+$. In the general case $L$ need not be a symmetric distribution, but $L^{-1}(0.5) = 0$ and hence $|\theta_0| \leq \varepsilon$. This in turn implies that (2.17)-(2.18) remain valid when $|H(0)| \leq \varepsilon$ is replaced by $H(z) \in [\theta_0 - \varepsilon, \theta_0 + \varepsilon]$, so $K_0 = \delta_0$ even in the general case. In fact, it is quite surprising that $K_0$ is supported on a small subset of \{z; $|H(z)| = 0$\} = \{z; $xy = 0$\}. Summarizing, the influence function in (2.13) becomes [cf. (1.5)]

\[
(2.19)\quad \text{IF}(z) = \frac{\text{sgn}(h(0, z))}{2l_0(0)} = \frac{\text{sgn}(xy)}{2f(0)E_G|X|},
\]

where the last equality follows from (A.4). Actually, the fact that $K_0$ is a one-point distribution simplifies the expression for the influence function a lot. Observe that our reasoning to obtain (2.19) is so far based on just plugging in the slope kernel expressions for $K_0, H, h$ and $l(\theta)$ into (2.13). Our argument could be made rigorous by checking which of the conditions imposed above are valid for the slope kernel. However, we will show by different methods in Section 3 that $\beta_n$ is asymptotically normal, with the influence function given by (2.19).

### 3. Asymptotic normality of the slope estimator

We assume the following regularity conditions:

(F) The error distribution $F$ is absolutely continuous, $F^{-1}(0.5) = 0$, the density $f$ is bounded ($\|f\|_{\infty} < \infty$), strictly positive and Lipschitz continuous of order $\eta$, that is, $\sup_{y_1 \neq y_2} |f(y_2) - f(y_1)|/|y_2 - y_1|^\eta = \|f\|_{\eta} < \infty$, where $\eta > 0$. (Actually, the facts that $f$ is positive, Lipschitz continuous and integrates to 1 imply that $\lim_{|x| \to \infty} f(x) = 0$ and, in particular, that $f$ is bounded. We will assume w.l.o.g. that $\eta < 0.5$ in the following, since this will simplify some formulas, for instance, in Lemma 3.3 and (A.10).)

(G) The distribution $G$ of the carriers is continuous, $G^{-1}(0.5) = 0$, and $G$ has a positive and continuous density $g$ around 0 with $g(0) > 0$. Moreover, $E_G|X|^{1+\eta} < \infty$, where $\eta$ is the same number as in (F).

The main result of the paper is:

**Theorem 3.1.** Suppose that $\beta = 0$ in (1.1), with the error and carrier distributions satisfying conditions (F) and (G), respectively. Then

\[
\sqrt{n} \beta_n = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \text{IF}(z_i) + o_p(1) \to_d N(0, \sigma^2) \quad \text{as } n \to \infty,
\]

where $\text{IF}$ is given by (2.19) and

\[
\sigma = \frac{1}{2f(0)E_G|X|}.
\]
The theorem is proved through a series of lemmas. In all of these lemmas, we will tacitly assume the same regularity conditions as in Theorem 3.1. First we introduce some notation. We fix $0 < \gamma < \frac{1}{4}$, set

$$
\varepsilon_n = \frac{(\log n)^{1/2 + \gamma}}{n^{1/2}},
$$

$$
\delta_n = \frac{1}{(\log n)^{\gamma + 1/n}}
$$

and divide the plane into three regions according to

$$
A_1 = \{z; |H(z)| \leq \varepsilon_n, |z| \leq \delta_n \},
$$

$$
A_2 = \{z; |H(z)| \leq \varepsilon_n, |z| > \delta_n \},
$$

$$
A_3 = \{z; 0.5 - \rho' \varepsilon_n < L_z(\varepsilon_n) < 0.5, |y| > 1 \}
\cup \{z; 0.5 < L_z(-\varepsilon_n) < 0.5 + \rho' \varepsilon_n, |y| > 1 \},
$$

$$
A_4 = \{z; |H(z)| > \varepsilon_n \} - A_3,
$$

where by $|z|$ we mean (say) the $L^\infty$-norm $\max(|x|, |y|)$, and $\rho'$ is a positive constant whose value will be defined in the proof of Lemma 3.6. In order to analyze the asymptotic behaviour of $\beta_n$ [cf. (1.3) with $h(\cdot, \cdot)$ the pairwise slope kernel function], we introduce two other statistics. Let

$$
\beta_n = \text{med} \{H(z_i) + \xi\} = \text{med} H(z_i) + \xi,
$$

where

$$
\xi = \frac{1}{n-1} \sum_{i=1}^{n} IF_1(0, z_i),
$$

and

$$
\bar{\beta}_n = \text{med} \{H(z_i) + \xi + W_i\},
$$

with

$$
W_i = \begin{cases} 
0, & z_i \in A_4, \\
\hat{H}(z_i) - H(z_i) - \xi, & z_i \notin A_4,
\end{cases}
$$

and

$$
\hat{H}(z_i) = \text{med} h(z_i, z_j)
$$

$$
= H(z_i) + \frac{1}{n-1} \sum_{j, j \neq i} IF_1(z_i, z_j) + R_i \triangleq H(z_i) + S_i + R_i.
$$

The idea of the proof is that taking the median of all $\hat{H}(z_i)$ is asymptotically equivalent to taking the median of all $H(z_i) + \xi$, as in (3.6). With probability tending to 1, both $\hat{H}(z_i)$ and $H(z_i) + \xi$ are too far away from 0 for all $z_i \in A_4$ to interfere with any of the two medians (Lemma 3.6). The remaining, “interesting,”
observations \( z_i \notin A_4 \) give values of \( \hat{H}(z_i) \) close to 0. Among these observations, \( \hat{H}(z_i) \approx H(z_i) + \xi \) when \( z_i \in A_1 \) (Lemmas 3.2–3.3). In addition, the number of observations from \( A_2 \) and \( A_3 \) becomes negligible in comparison with the number of observations from \( A_1 \) [Lemma 3.4; cf. also (2.17)–(2.18)], so the approximation above is valid for a majority of the “interesting” observations. Finally, \( \bar{\beta}_n \) is asymptotically equivalent to \( \xi \) (Lemma 3.1), which is what we want to prove. This is because of (3.12), which corresponds to the fact that \( l(0) = \infty \).

**Lemma 3.1.** Let \( \bar{\beta}_n \) be given by (3.6) and \( IF \) by (2.19), then

\[
\bar{\beta}_n = \frac{1}{n} \sum_{i=1}^{n} IF(z_i) + o_p(n^{-1/2}).
\]

**Proof.** Since \( IF_1(0, z) = \text{sgn}(xy)/(2l_0(0)) \) and \( l_0(0) = f(0)E_G|X| \) according to (A.6), it follows that \( IF_1(0, z) = IF(z) \). It therefore suffices to show that

\[
\beta_*^* = \text{med } H(z_i) = o_p(n^{-1/2}).
\]

Given \( z_i \), let \( u_i \) have a uniform distribution on \([L(H(z_i))-], L(H(z_i))\], independently for each \( i \). Then \( u_1, \ldots, u_n \) is an i.i.d. sample from a uniform distribution on \([0, 1]\). Denote by \( \{H(z)(i)\} \) and \( \{u(i)\} \) the ordered samples. It then follows from Theorem B.1 (with \( C_1 \) denoting the same constant as there) that, for large enough \( n \) and any \( \varepsilon > 0 \),

\[
P\left(|\beta_n^*| > \frac{\varepsilon}{\sqrt{n}}\right) = P\left(H(z)_{[n/2+1]} \geq \frac{\varepsilon}{\sqrt{n}}\right)
\]

\[
\leq P\left(u_{[n/2+1]} \leq L\left(-\frac{\varepsilon}{\sqrt{n}}\right) \text{ or } u_{[n/2+1]} \geq L\left(-\frac{\varepsilon}{\sqrt{n}}\right)\right)
\]

\[
\leq P\left(u_{[n/2+1]} \leq L\left(-\frac{\varepsilon}{2\sqrt{n}}\right) \text{ or } u_{[n/2+1]} \geq L\left(-\frac{\varepsilon}{2\sqrt{n}}\right)\right)
\]

\[
\leq P\left|u_{[n/2+1]} - \frac{1}{2}\right| \geq C_1\frac{\varepsilon}{\sqrt{n}} \log\left(\frac{\sqrt{n}}{\varepsilon/2}\right) \to 0 \text{ as } n \to \infty,
\]

since \( |u_{[n/2+1]} - \frac{1}{2}| = O_p(n^{-1/2}) \).

In the next two lemmas, we show that \( |W_i| = |S_i + R_i - \xi| \) is small when \( z_i \in A_1 \). We introduce

\[
\bar{S} = \max_{z_i \in A_1} |S_i - \xi|.
\]
Since $z_i$ is close to $(0, 0)$ when $z_i \in A_1$, we expect this quantity to be small.

**Lemma 3.2.** As $n \to \infty$, the quantity $\overline{S}$ of (3.14) satisfies

$$\overline{S} = O_p\left(\frac{\delta_n \log n}{n^{1/2}}\right) = O_p\left(\frac{1}{(\log n)^\gamma \eta n^{1/2}}\right).$$

**Proof.** We first observe that

$$\overline{S} \leq \max_{i, |z_i| \leq \delta_n} |S_i - \xi|$$

since $|z_i| \leq \delta_n$ for each $z_i \in A_1$, and that

$$S_i - \xi = -\frac{IF(0, z_i)}{n-1} + \frac{1}{n-1} \sum_{j, j \neq i} (IF(z_i, z_j) - IF(0, z_j)).$$

Hence

$$\overline{S} \leq \frac{1}{2(n-1) \inf_{0} \langle \rangle} + \max_{1 \leq i \leq n} |\Delta(z_i)|,$$

where

$$\Delta(z_i) = \frac{1}{n-1} \sum_{j, j \neq i} (IF(z_i, z_j) - IF(0, z_j))$$

and

$$\Delta \equiv \frac{1}{n-1} \sum_{j, j \neq i} Y_{ij}.$$

With $z_i$ fixed, $\Delta(z_i) \equiv 0$ when $|z_i| > \delta_n$, and if $|z_i| \leq \delta_n$, all $Y_{ij}, j \neq i$, are i.i.d. with zero mean. Suppose in the rest of the proof that $n$ is so large that $\delta_n \leq d$, where $0 < d \leq 1$ is chosen so small that Theorem A.1 holds with this choice of $d$, and also that $G$ has a bounded density on $[-d, d]$. Then

$$P(|Y_{ij}| \leq M) = 1,$$

where

$$M = \frac{1}{2\inf_{0} \langle \rangle} + \frac{1}{2l_0(0)} \leq \frac{1}{2\inf_{0} \langle \rangle} + \frac{1}{2l_0(0)} < \infty,$$

where the last inequality follows from (A.8), with $\epsilon = 0$. Now introduce the region $B_z = \{z'; h(z, z') > H(z)\}$. Then if $|z_i| \leq \delta_n$,

$$|Y_{ij}| \leq \frac{1}{l_0(0)} I(z_j \in B_z \cup B_0)$$

$$+ \frac{1}{2} \left|\left(\frac{1}{l_z(H(z_i))} - \frac{1}{l_0(0)}\right) \text{sgn}(h(z_i, z_j) - H(z_i))\right|,$$
and hence
\[
E(Y_{ij}^2 | z_i) \leq \frac{2}{l_0(0)^2} P_K(Z \in B_{z_i} \triangle B_0) + \frac{1}{2} \left( \frac{1}{l_{z_i}(H(z_i)) - l_0(0)} - \frac{1}{l_0(0)} \right)^2
\]
(3.18)
\[
\leq \frac{2}{l_0(0)^2} P_K(Z \in B_{z_i} \triangle B_0) + \frac{1}{2l_0^2} \left( l_{z_i}(H(z_i)) - l_0(0) \right)^2
\]
\[
\leq C(z_i^2 + |z_i|^{2\eta}) \leq 2C|z_i|^{2\eta},
\]
for some constant \(C > 0\). The last inequality in (3.18) holds since \(|z_i| \leq \delta_n \leq 1\) and \(0 < \eta < 0.5\), and the second-last inequality follows from (A.10) and the fact that
\[
P_K(Z \in B_{z_i} \triangle B_0) \leq P_K(\text{sgn}(h(0, Z)) \neq \text{sgn}(h(z_i, Z))]
\]
\[
+ P_K(|h(z_i, Z)| \leq |H(z_i)|)
\]
\[
\leq |G(x_i) - G(0)| + |F(y_i) - F(0)| + |L_{z_i} \{[-H(z_i), H(z_i)] \}|
\]
\[
\leq C|z_i|,
\]
where the last inequality follows since both \(F\) and \(G\) have bounded densities on \([-d, d]\), \(|H(z_i)| \leq C|z_i|\) by Theorem A.1(i) and (iii) and the fact that \(l(z, t)\) is bounded on \(\Omega_d\) [cf. (2.17)], since \(L(z, t)\) is a \(C^1\)-function on \(\Omega_d\) according to Theorem A.1(ii).

It then follows from Bernstein's exponential inequality [see Pollard (1984), Appendix B], (3.17) and (3.18) that
\[
P(\Delta(z_i) > t | z_i \leq \delta_n) \leq 2 \exp \left( -\frac{(n - 1)^2 t^2}{4(n - 1)C|z_i|^{2\eta} + (2/3)M(n - 1)t} \right)
\]
\[
\leq 2 \exp \left( -\frac{(n - 1)^2 t^2}{4(n - 1)C\delta_n^{2\eta} + (2/3)M(n - 1)t} \right),
\]
with \(C\) the same constant as in (3.18). Since this inequality holds uniformly in \(z_i\) [remember that \(\Delta(z_i) \equiv 0\) when \(|z_i| > \delta_n\)], we obtain
\[
P(\Delta(z_i) > \frac{\delta_n u}{n^{1/2}}) \leq 2 \exp \left( -\frac{(n - 1)^2 (\delta_n^{2\eta} / n) u^2}{4(n - 1)C\delta_n^{2\eta} + (2/3)M(n - 1)(\delta_n^{2\eta} / n^{1/2})u} \right)
\]
\[
\leq 2 \exp \left( -\frac{(1/2)u^2}{4C + u} \right),
\]
the last inequality holding for \( n \) large enough. This yields

\[
P \left( \max_{1 \leq i \leq n} |\Delta(z_i)| > \frac{\delta_n \log n}{n^{1/2}} \right) \\
\leq nP \left( |\Delta(z_1)| > \frac{\delta_n \log n}{n^{1/2}} \right) \\
\leq 2n \exp \left( -\frac{(1/2)(\log n)^2 v^2}{4C + v \log n} \right) \\
\leq 2n \exp \left( -\frac{(1/2)(\log n)^2 v^2}{2v \log n} \right) \to 0 \text{ if } n \to \infty \text{ and } v > 4,
\]

where again the last inequality in (3.19) holds for large enough \( n \). The lemma now follows from (3.16) and (3.19). \( \square \)

As for the remainder terms \( R_i \), we have the following Bahadur representation result, the proof of which may be found in Hössjer, Rousseeuw and Croux (1992).

**Lemma 3.3.** With \( R_i \) as defined in (3.10) and \( 0 < \eta < 0.5 \) from (F),

\[
\bar{R} = \max_{z_i \in A_1} |R_i| = O_p \left( \frac{\log n}{n} \right)^{(1+\eta)/2}.
\]

The next lemma controls the number of \( z_i \) in \( A_2 \cup A_3 \).

**Lemma 3.4.** Let \( A_2 \) and \( A_3 \) be given by (3.5). Then

\[
N = |\{i; z_i \in A_2 \cup A_3\}| = o_p \left( n^{1/2}(\log n)^3/4 \right).
\]

**Proof.** Clearly

\[
N \sim \text{Bin}(n, p_n),
\]

where

\[
p_n = K\{A_2\} + K\{A_3\} = \sum_{i=1}^{4} K\{A_{2i}\} + \sum_{i=1}^{4} K\{A_{3i}\} \triangleq \sum_{i=1}^{4} p_{ni}^{(2)} + \sum_{i=1}^{4} p_{ni}^{(3)},
\]

\( A_{2i} \) is the intersection between \( A_2 \) and the \( i \)-th quadrant and \( A_{3i} \) the intersection between \( A_3 \) and the \( i \)-th quadrant. The lemma will follow if we establish that,
for $i = 1, \ldots, 4$,\\
\[ p_{ni}^{(2)} = O\left( \varepsilon_n \log \left( \frac{1}{\delta_n} \right) \right) \]
(3.23)
\[ = O\left( \frac{\log n^{1/2} + \log (\log n)^{\gamma + 1/\eta}}{n^{1/2}} \right) \]
\[ = O\left( \frac{\log n^{1/2} + \gamma'}{n^{1/2}} \right), \]
where $\gamma < \gamma' < \frac{1}{4}$, and

(3.24) \[ p_{ni}^{(3)} = O(\varepsilon_n). \]

We will only consider $i = 1$ (the other cases being similar). Formula (3.23) is established with similar reasoning as in (B.5)-(B.7). In order to prove (3.24), it follows as in the proof of Theorem B.1 that

\[ A_{31} = \{ z; x > 0, y > 1, 2(G(x) - 0.5) (F(y) - 0.5) < L_x(\varepsilon_n) - L_x(0) + \rho' \varepsilon_n \} \]
\[ \subseteq \{ z; x > 0, 2(G(x) - 0.5) (F(1) - 0.5) < (E_G |X - x| \| f\|_\infty + \rho') \varepsilon_n \} \]
\[ \subseteq \{ z; x > 0, G(x) - 0.5 < (C_1 + C_2x) \varepsilon_n \} \]
\[ \subseteq \{ z; 0 < x \leq 1, G(x) - 0.5 < (C_1 + C_2) \varepsilon_n \} \]
\[ \cup \{ z; x > 1, (C_1 + C_2x) \varepsilon_n > G(1) - 0.5 \}, \]
for some positive constants $C_1$ and $C_2$. Hence,

\[ p_{ni}^{(3)} \leq (C_1 + C_2) \varepsilon_n + P_G\left( X > \frac{G(1) - 0.5}{C_2 \varepsilon_n} - \frac{C_1}{C_2} \right) \leq C' \varepsilon_n, \]
for some positive constant $C'$. \[ \square \]

**LEMMA 3.5.** With $\beta_n$ and $\tilde{\beta}_n$ as defined by (3.6) and (3.8),

(3.25) \[ \beta_n - \tilde{\beta}_n = o_p(\varepsilon_n^{-1/2}) \quad \text{as } n \to \infty. \]

**PROOF.** Set $H_{(i)} = H(z)_{(i)}$ (cf. Lemma 3.1) for short. It then follows from the definition of $\beta_n$ and $\tilde{\beta}_n$ and from (3.10) that

(3.26) \[ |\beta_n - \tilde{\beta}_n| \leq S + R + \max(H_{(\lfloor n/2+1 \rfloor + N)} - H_{(\lfloor n/2+1 \rfloor)}, H_{(\lfloor n/2+1 \rfloor N)} - H_{(\lfloor n/2+1 \rfloor - N)}). \]

By Lemmas 3.2 and 3.3, the first two terms in (3.26) are $o_p(n^{-1/2})$. It thus remains to investigate the last term. We confine ourselves to $H_{(\lfloor n/2+1 \rfloor + N)} - \]
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H_{(n/2+1)}, since the treatment of H_{(n/2+1)} - H_{(n/2+1) - N} is similar. We first notice that

\[ |H_{(n/2+1) + N} - H_{(n/2+1)}| \leq |H_{(n/2+1)}| + |H_{(n/2+1) + N}| = o_p(n^{-1/2}) + |H_{(n/2+1) + N}| \]

by (3.12). Let \( \varepsilon > 0 \) be arbitrary. Then

\[
P\left( \left| H_{(n/2+1) + N} \right| > \frac{\varepsilon}{\sqrt{n}} \right) \leq P\left( N \geq \sqrt{n}(\log n)^{3/4} \right) + P\left( H_{(n/2+1)} < -\frac{\varepsilon}{\sqrt{n}} \right) + P\left( H_{(n/2+1) + \sqrt{n}(\log n)^{3/4}} > \frac{\varepsilon}{\sqrt{n}} \right)
\]

because of Lemma 3.4 and (3.12). Choose now \( \varepsilon' \) such that \( 0 < \varepsilon' < \varepsilon \). Then

\[
P\left( H_{(n/2+1) + \sqrt{n}(\log n)^{3/4}} > \frac{\varepsilon}{\sqrt{n}} \right) \leq o(1) + P\left( H_{(n/2+1) + \sqrt{n}(\log n)^{3/4}} > \frac{\varepsilon}{\sqrt{n}} \right)
\]

where \( \tilde{N} = \{i; \varepsilon'/\sqrt{n} < |H(z_i)| \leq \varepsilon/\sqrt{n} \} \). However, \( \tilde{N} \sim \text{Bin}(n, \tilde{p}_n) \), where

\[
\tilde{p}_n = L\left( \frac{\varepsilon}{\sqrt{n}} \right) - L\left( \frac{\varepsilon'}{\sqrt{n}} \right) \geq C_1 \frac{\varepsilon}{\sqrt{n}} \log \frac{\sqrt{n}}{\varepsilon} - C_2 \frac{\varepsilon'}{\sqrt{n}} \log \frac{\sqrt{n}}{\varepsilon'} \geq \frac{C_1 \varepsilon(\log n)}{4\sqrt{n}},
\]

where \( C_1 \) and \( C_2 \) are defined in (B.2), and the last inequality holds for large \( n \), provided \( \varepsilon' \) is chosen small enough. Therefore,

\[
P\left( \tilde{N} \leq \sqrt{n}(\log n)^{3/4} \right) \to 0 \quad \text{as} \quad n \to \infty,
\]

and hence we have proved that

\[
H_{(n/2+1) + N} - H_{(n/2+1)} = o_p\left(n^{-1/2}\right).
\]

**Lemma 3.6.** Let \( \tilde{\beta}_n \) and \( \tilde{\beta}_n \) be defined by (1.3) and (3.8). Then

\[
(3.27) \quad \tilde{\beta}_n - \tilde{\beta}_n = o_p\left(n^{-1/2}\right).
\]

**Proof.** It suffices to show that for each \( \varepsilon > 0 \) there exists \( N \) such that

\[
P(\tilde{\beta}_n = \tilde{\beta}_n, n > N ) \geq 1 - \varepsilon.
\]
Let $0 < \rho < 1$ and subdivide $A_4$ into $A_+^4$ and $A_-^4$ according to whether $H(z) > \varepsilon_n$ or $H(z) < -\varepsilon_n$. By definition, $\tilde{\beta}_n = \hat{\beta}_n$ if the following conditions are satisfied: $|\tilde{\beta}_n| < (1 - \rho)\varepsilon_n$, for all $z_i \in A_+^4$ the quantities $H(z_i) + \xi$ and $\hat{H}(z_i)$ both exceed $(1 - \rho)\varepsilon_n$ and for all $z_i \in A_-^4$ both $H(z_i) + \xi$ and $\hat{H}(z_i)$ are smaller than $-(1 - \rho)\varepsilon_n$. Therefore,

$$P(\tilde{\beta}_n \neq \hat{\beta}_n) \leq P(|\tilde{\beta}_n| \geq (1 - \rho)\varepsilon_n) + P(|\xi| \geq \rho\varepsilon_n)$$

(3.28)

$$+ P\left( \min_{z_i \in A_+^4} \hat{H}(z_i) \leq (1 - \rho)\varepsilon_n \right)$$

$$+ P\left( \max_{z_i \in A_-^4} \hat{H}(z_i) \geq -(1 - \rho)\varepsilon_n \right).$$

We want to show that the RHS of (3.28) tends to 0 as $n \to \infty$. We know from Lemmas 3.1 and 3.5 that $\tilde{\beta}_n = O_p(n^{-1/2})$, and by the definition of $\xi$ we also have $\xi = O_p(n^{-1/2})$. Hence, the first two terms on the RHS of (3.28) tend to zero as $n \to \infty$. Since the last two terms are similar, we will only study the third. We first show that

(3.29) $$\inf_{z \in A_+^4} L_z^{-1}(0.5 - \rho'\varepsilon_n) \geq (1 - \rho)\varepsilon_n.$$ 

If $z \in A_+^4$, then $H(z) > \varepsilon_n$ and either

(3.30) $$L_z(\varepsilon_n) \leq 0.5 - \rho'\varepsilon_n$$

or

(3.31) $$|y| \leq 1.$$ 

If (3.30) holds,

(3.32) $$L_z^{-1}(0.5 - \rho'\varepsilon_n) \geq \varepsilon_n > (1 - \rho)\varepsilon_n,$$

so it remains to consider those $z \in A_+^4$ for which (3.31) holds. For any such $z$, and if $n$ is large enough, we claim that

(3.33) $$|x| \leq \frac{2}{\varepsilon_n}.$$ 

Suppose, for instance, that $z$ belongs to the first quadrant. Since $0 \leq y \leq 1$ for any $z$ satisfying (3.31), $x > 2/\varepsilon_n$ would imply that the line though $z$ with slope $\varepsilon_n$ intersected the $x$ axis at a point with $x$-coordinate $> 1/\varepsilon_n$ and the $y$ axis at a point with $y$-coordinate $< -1$. Hence,

$$L_z(\varepsilon_n) \geq \frac{1}{2} G\left( \frac{1}{\varepsilon_n} \right) + \frac{1}{2} (0.5 - F(-1)) > \frac{1}{2},$$

for large enough $n$, that is, $H(z) < \varepsilon_n$. Hence, (3.33) must hold if $z \in A_+^4$ and
For any \( z \in A^+_4 \) satisfying (3.31) we have

\[
L_z(\varepsilon_n) - L_z((1 - \rho)\varepsilon_n) \geq \rho \varepsilon_n \inf_{t \leq \varepsilon_n} l_z(t) \geq \rho \varepsilon_n f \int_{-2/\varepsilon_n}^{2/\varepsilon_n} |x' - x| dG(x'),
\]

(3.34)

where \( f \) is a lower bound for \( f \) on \([-6, 6]\). The last inequality in (3.34) follows from (A.6) and the fact that, for any line through \( z \) with slope \( t \), \(|t| \leq \varepsilon_n\), those points with \( x \)-coordinate in \([-2/\varepsilon_n, 2/\varepsilon_n]\) have \( y \)-coordinates in \([-6, 6]\) because of (3.33). It is not hard to see that the integral in (3.34) can be lower bounded by some positive constant \( I \) when \( \varepsilon_n \leq 1 \) (say), uniformly for all \( x \). Hence, for any \( z \in A^+_4 \) satisfying (3.31),

\[
L_z((1 - \rho)\varepsilon_n) \leq 0.5 - f I \rho \varepsilon_n < 0.5 - \rho' \varepsilon_n,
\]

(3.35)

if we choose \( \rho' \) so that \( 0 < \rho' < f I \rho \). Formula (3.29) now follows from (3.32) and (3.35). For ease of notation, set \( H(z) = L_z^{-1}(0.5 - \rho' \varepsilon_n) \). Our next objective is to show that

\[
\max_{z_i \in A^+_4} |L_{z_i, n-1}(H(z_i)) - L_{z_i}(H(z_i))| = O_p((\log n)^{1/2}n^{-1/2}).
\]

(3.36)

Actually, (3.36) is a consequence of Hoeffding's exponential inequality [cf. Pollard (1984), Appendix B], which in our case implies (after first conditioning on \( z_i \)) that

\[
P\left( |L_{z_i, n-1}(H(z_i)) - L_{z_i}(H(z_i))| \geq t(n - 1)^{-1/2} \right) \leq 2 \exp(-2t^2).
\]

By definition \( L_{z_i}(H(z_i)) = 0.5 - \rho' \varepsilon_n \), so it follows from (3.3) and (3.36) that with probability tending to 1,

\[
\max_{z_i \in A^+_4} L_{z_i, n-1}(H(z_i)) < 0.5.
\]

Hence, because of (3.29),

\[
\min_{z_i \in A^+_4} \hat{H}(z_i) \geq \min_{z_i \in A^+_4} \tilde{H}(z_i) \geq (1 - \rho) \varepsilon_n,
\]

with probability tending to 1. This shows that the third term of (3.28) goes to 0. \( \square \)

It is now easy to complete the proof of Theorem 3.1.

**Proof of Theorem 3.1.** The result follows from Lemmas 3.1, 3.5 and 3.6 together with the central limit theorem and Slutsky's lemma. \( \square \)
4. Finite-sample efficiencies. Theorem 3.1 confirms that the asymptotic variance of the RM slope estimator is given by the expected square of its IF. Therefore, when both $G$ and $F$ equal the standard Gaussian distribution we obtain the asymptotic variance $\pi^2/4 \approx 2.467$ and the corresponding asymptotic efficiency $4/\pi^2 \approx 40.5\%$.

In order to check whether this asymptotic variance provides a good approximation to the variance of the RM slope at finite samples, we carried out a Monte Carlo experiment. For each $n$ in Table 1 we generated $m = 10,000$ samples of size $n$ and computed the corresponding slope estimates $\widehat{\beta}_n^{(k)}$ for $k = 1, \ldots, m$. Table 1 lists the bias

$$\text{average} \left( \frac{\widehat{\beta}_n^{(k)} - \beta}{\sqrt{k}} \right),$$

where the true $\beta$ equals 0 by construction. It also gives the $n$-fold variance

$$\frac{n}{m} \text{ variance} \frac{\widehat{\beta}_n^{(k)}}{\sqrt{k}}$$

which should converge (as $n$ tends to $\infty$) to 2.467. The last column of Table 1 gives the corresponding finite-sample efficiency (in the sense of the information inequality).

The Gaussian variables in the simulation were generated by means of the Box–Muller transform. For $n \leq 5000$, the naive algorithm for the RM slope was used, with computation time $O(n^2)$. These results were also confirmed with the
fast algorithm described in Rousseeuw, Netanyahu and Mount (1993), needing only $O(n \log^2 n)$ time. The results for $n \geq 10,000$ could only be obtained with the fast algorithm. The $n$-fold variances in the table have a standard error of approximately 0.025, and that of the finite-sample efficiencies is slightly less than 1%.

In addition to computing the average estimated value and the $n$-fold variance for each $n$, we also made Gaussian Q–Q plots of the set $\{\hat{\beta}_n^{(k)}, k = 1, \ldots, m\}$ of estimated slopes. From these it does appear that the sampling distribution of the estimator $\hat{\beta}_n$ is approximately Gaussian.

The first three lines of Table 1 confirm the Monte Carlo results of Siegel [(1982), page 243] and Johnstone and Velleman [(1985), page 10511, who found that for $n \leq 40$ the finite-sample efficiencies are increasing with $n$. In the next lines of the table, we see that the efficiencies stay around 60%–61% for $n$ up to about 1000, after which they slowly decrease. For $n$ around 40,000, we obtain 54%. A way to explain these high finite-sample efficiencies is by looking at the proof of the asymptotic normality, in which the remainder term tends to zero at a very slow rate. The underlying cause for this is the slow convergence of $K_e$ to $K_0$. As a consequence, unusually large samples are needed before the finite-sample efficiency comes close to its asymptotic limit of 40.5%.

In conclusion, the RM slope estimator performs much better at finite samples than would be expected from its asymptotics. More information on the finite-sample behavior of this estimator can be found in Rousseeuw, Croux and Hössjer (1994), including data-based approximations to the influence function and a numerical study of the function $H$ defined in the beginning of Section 2.

**Remark.** The efficiency of the RM method could still be increased by replacing the outer median in (1.3) by an $M$-estimator. In the notation of Section 2, $T_1$ remains the median whereas $T_2$ becomes an $M$-estimator. If $T_2$ has a 50% breakdown point, so will the resulting slope estimator. We carried out a small simulation for $n$ between 10 and 200 with the same setup as in Table 1, using a scale-equivariant one-step Huber estimator with bending constant 1.5 for $T_2$. The resulting Monte Carlo variances were roughly 12% lower than those of the plain RM slope.

5. **Weaker assumptions on the carrier distribution.** Our assumptions on the carrier distribution $G$ in Theorem 3.1 are quite restrictive, and we will now discuss what happens when these conditions are relaxed. First of all, (3.1) still holds if

\[ C_1|x|^p \leq g(x) \leq C_2|x|^p \]

holds in a neighborhood of 0 for some $\tau \geq 0$ and $C_1, C_2 > 0$. The reason is that the number of observations in $A_1$ still dominates the number of observations in $A_2 \cup A_3$, and Lemma 3.2 can also be pushed through with small changes. However, if there exist $a < 0 < b$ such that $G\{(a, b]\} = 0$ and $G$ has a density to the right of $b$ and to the left of $a$ such that $g(b+), g(a-) > 0$, then $K_0$ has a two-point
distribution concentrated at \((a, 0)\) and \((b, 0)\). The techniques of Theorem 3.1 cover only the case when \(K_0\) is a one-point distribution, so a separate proof is needed to verify that (2.19) still holds.

Another extension is to allow \(G\) to have point masses. In this case we have \(x_i = x_j\) for some \(i \neq j\) with positive probability and we define

\[
\hat{H}(z_i) = \text{med}_{j, x_j \neq x_i} h(z_i, z_j),
\]

which leads to

\[
(5.2) \quad H(z) = \text{med}(h(z, Z) \mid X \neq x)
\]

with \(z = (x, y)\) and \(Z = (X, Y)\), and, after some calculations,

\[
(5.3) \quad \text{sgn}(H(z)) = \text{sgn}\left(\left(\frac{F(y) - \frac{1}{2}}{\frac{G(x-)}{2}} + \frac{G(x)}{2} - \frac{1}{2}\right)\right).
\]

Note that (5.2) and (5.3) agree with (2.7) and (A.3) when \(G(\{x\}) = 0\) [assuming \(F(0) = G(0) = 0.5\) in (A.3)]. The proof of Theorem 3.1 goes through with only technical changes when all point masses of \(G\) are outside \((G^{-1}(0.5 - \delta), G^{-1}(0.5 + \delta))\) for some \(\delta > 0\). This is because \(\hat{H}(z_i)\) and \(H(z_i)\) are unchanged for all “interesting” data points \(z_i \in A_1\) provided \(n\) is so large that \([-\delta n, \delta n]\) [cf. (3.4)] contains no point masses of \(G\).

If \(G\) has a point mass at its median the situation changes. Assume, for instance, \(G(0-) = 0.5 - \delta'\) and \(G(0) = 0.5 + \delta''\), with \(\delta', \delta'' > 0\). If \(\delta' = \delta''\) it follows from (5.3) that \(\{z; H(z) = 0\} = \{z; xy = 0\}\). It is easy to see that the points along the \(y\) axis will soon dominate the set \(\{z; |H(z)| \leq \varepsilon\}\) as \(\varepsilon \to 0\), so that \(K_0 = \delta_0 \times F\). In particular, the support of \(K_0\) becomes the whole \(y\) axis. If on the other hand \(\delta' \neq \delta''\) it again follows from (5.3) that \(\{z; H(z) = 0\} = \{z; y = 0\}\) and the support of \(K_0\) becomes the whole \(x\) axis. (In this case a more refined analysis is needed to find the exact form of \(K_0\).) Observe, however, that formula (2.19) is no longer valid when \(\text{supp}(K_0)\) contains points where \(G\) has a point mass, because the analysis in Section 2 requires that the double sum in (2.2) is taken over all \(i \neq j\) such that \(\text{IF}_2'(H(z_i)) \neq 0\). Therefore, a separate formula has to be worked out for the influence function when \(G\) has a point mass at its median.

A further generalization is to fixed design, that is, suppose \(x_1, \ldots, x_n\) are all fixed. This implies that \(\{z_i\}\) are independent but not identically distributed random variables. We conjecture that if the empirical distribution

\[
G_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i}
\]

converges weakly to some distribution \(G\), the influence function of the estimator becomes the same as for a random design with carrier distribution \(G\). The proof of Theorem 3.1 made use of Bahadur representation theorems (Lemma 3.3) and exponential inequalities (Lemmas 3.2 and 3.6) for independent and identically distributed random variables. In the fixed-design case one has to use similar theorems for independent and nonidentically distributed random variables.
APPENDIX A

In this appendix we establish a number of properties of the distribution $L_z$ introduced in Section 2. Its distribution function may be written

(A.1) \[ L_z(t) = P_K(\{h(z, Z) \leq t\}) = L(z, t). \]

For the slope kernel function this becomes:

(A.2) \[
L_z(t) = \int_{-\infty}^{\infty} (1 - F(y + t(x' - x))) dG(x') \\
+ \int_{\infty}^{\infty} F(y + t(x' - x)) dG(x').
\]

We then have the following theorem.

THEOREM A.1. \textit{Suppose that } $\alpha = \beta = 0$ \textit{in (1.1), with the error and carrier distributions satisfying conditions (F) and (G) of Section 3.}

(i) \textit{The function } $H(z)$ \textit{then satisfies}

(A.3) \[ \text{sgn}(H(z)) = \text{sgn}(xy), \]

and

(A.4) \[ L^{-1}(0.5) = \text{med}_{Z \sim K} H(Z) = 0. \]

(ii) \textit{Moreover, there exists } $d > 0 \textit{ such that } L(z, t) \textit{ is a } C^1 \text{-function on } \Omega_d \times R \textit{ [cf. (2.17)]}, \textit{with}

(A.5) \[
\frac{\partial L(z, t)}{\partial x} = t \int_{-\infty}^{x} f(y + t(x' - x)) dG(x') \\
- t \int_{x}^{\infty} f(y + t(x' - x)) dG(x') + (1 - 2F(y))g(x),
\]

and

(A.6) \[
\frac{\partial L(z, t)}{\partial y} = - \int_{-\infty}^{x} f(y + t(x' - x)) dG(x') \\
+ \int_{x}^{\infty} f(y + t(x' - x)) dG(x'),
\]

and

(A.7) \[ \frac{\partial L(z, t)}{\partial t} = l(z, t) = l_z(t) = \int_{-\infty}^{\infty} |x' - x| f(y + t(x' - x)) dG(x'). \]
and, in particular, \( l(0, 0) = f(0)E_G|X| \). Moreover, for each \( z \in \mathbb{R}^2 \), (A.5)–(A.6) hold; \( l_z(\cdot) \) is the density of \( L_z(\cdot) \); and \( l_z(t) > 0 \) for all \( t \).

(iii) The function \( H \) is \( C^1 \)-differentiable on \( \Omega_d \), with

\[
\left( \frac{\partial H(z)}{\partial x}, \frac{\partial H(z)}{\partial y} \right) = -\left( \frac{\partial L(z, t)/\partial x}{\partial L(z, t)/\partial t}, \frac{\partial L(z, t)/\partial y}{\partial L(z, t)/\partial t} \right)_{t = H(z)}.
\]

(iv) The density function \( l_z(H(z)) \) is continuous on \( \Omega_d \).

(v) If \( 0 < \varepsilon < 0.5 \) and \( I_\varepsilon = [0.5 - \varepsilon, 0.5 + \varepsilon] \), there exist positive numbers \( l \) and \( \overline{L} \) such that

\[
l = \inf_{(z, u) \in \Omega_d \times I_\varepsilon} |l_z(L_z^{-1}(u))| > 0
\]

and

\[
\overline{L} = \sup \sup_{z \in \Omega_d, t_1 \neq t_2} \frac{|l_z(t_2) - l_z(t_1)|}{|t_2 - t_1|} < \infty.
\]

(vi) If \( \eta \) is defined as in (F), there exists a positive constant \( C \) such that

\[
|l_z(H(z)) - l_0(0)| \leq C|z|^{\eta}
\]
as soon as \( |z| \leq d \).

For the proof we refer to Hössjer, Rousseeuw and Croux (1992).

**APPENDIX B**

In this Appendix we consider the distribution

\[
L(t) = P_K(H(z) \leq t),
\]

and we formalize the statement, made in Section 2, that the density of \( L \) is infinite at 0:

**THEOREM B.1.** Under the same assumptions as in Theorem A.1, there exist positive constants \( C_1 \) and \( C_2 \) such that, for small enough \( \varepsilon > 0 \), it holds that

\[
C_1 \varepsilon \log \frac{1}{\varepsilon} \leq L\{[0, \varepsilon]\} \leq C_2 \varepsilon \log \frac{1}{\varepsilon},
\]

\[
C_1 \varepsilon \log \frac{1}{\varepsilon} \leq L\{[-\varepsilon, 0]\} \leq C_2 \varepsilon \log \frac{1}{\varepsilon}.
\]

**PROOF.** Given \( \varepsilon > 0 \), let \( A_\varepsilon = \{z; |H(z)| \leq \varepsilon\} \) and let \( A_{\varepsilon i} \) be the intersection between \( A_\varepsilon \) and the \( i \)th quadrant. Since \( \text{sgn}(H(z)) = \text{sgn}(xy) \), it suffices to show
that

\[(B.3) \quad C_1 \varepsilon \log \frac{1}{\varepsilon} \leq K \{A_{\varepsilon i}\} \leq \frac{1}{2} C_2 \varepsilon \log \frac{1}{\varepsilon} \quad \text{for } i = 1, \ldots, 4, \]

with \(C_1\) and \(C_2\) the same positive constants as in (B.2). We confine ourselves to \(A_{\varepsilon 1}\) (the other cases being similar). Suppose therefore in the rest of the proof that \(z\) lies in the first quadrant. Then \(H(z) > 0\) by Theorem A.1(i), and \(H(z) \leq \varepsilon\) is equivalent to \(L(z, \varepsilon) \geq 0.5\), since \(l_x(\cdot) > 0\) by Theorem A.1(ii). Moreover, since

\[L(z, 0) = (1 - G(x))F(y) + G(x)(1 - F(y))\]

\[= 0.5 - 2(G(x) - 0.5)(F(y) - 0.5),\]

it follows that

\[(B.4) \quad A_{\varepsilon 1} \subseteq \left\{ z; x, y > 0, 2(G(x) - 0.5)(F(y) - 0.5) \leq L(z, \varepsilon) - L(z, 0) \right\}.\]

Choose \(d > 0\) so small that \(G\) has a density lower-bounded by \(g > 0\) and upper-bounded by \(\bar{g} < \infty\) on \([-2d, 2d]\). Let also \(f > 0\) be a lower bound for \(f\) on \([-2d, 2d]\). From (B.4) we obtain [since \(l(z, t) \leq ||f||_\infty E_G|X - x|\) by (A.6)],

\[A_{\varepsilon 1} \subseteq \left\{ z; x, y > 0, 2(G(x) - 0.5)(F(y) - 0.5) \leq ||f||_\infty E_G|X - x|\varepsilon \right\}
\]

\[\subseteq \left\{ z; 0 < x, y < d, 2g fxy \leq ||f||_\infty E_G|X - d|\varepsilon \right\}
\]

\[\cup \left\{ z; 0 < x < d, y \geq d, 2g (F(d) - 0.5)x \leq ||f||_\infty E_G|X - d|\varepsilon \right\}
\]

\[\cup \left\{ z; x \geq d, 0 \leq 2(G(d) - 0.5)(F(y) - 0.5) \leq ||f||_\infty (E_G|X| + x)\varepsilon \right\}
\]

\[\tilde{A} = \tilde{A}_1 \cup \tilde{A}_2 \cup \tilde{A}_3.
\]

Clearly, with \(C = ||f||_\infty E_G|X - d|/(2g f),\) and \(\varepsilon\) so small that \(\varepsilon \leq d^2/C,
\]

\[K\{\tilde{A}_1\} \leq \int_0^d F \left\{ \left[ 0, d \wedge \frac{C\varepsilon}{x} \right] \right\} g(x) dx
\]

\[\leq ||f||_\infty \int_0^d \left( d \wedge \frac{C\varepsilon}{x} \right) g(x) dx
\]

\[(B.5)
\]

\[\leq ||f||_\infty d \int_0^{C\varepsilon/d} g(x) dx + ||f||_\infty C\varepsilon \int_{C\varepsilon/d}^d \frac{1}{x} g(x) dx
\]

\[\leq ||f||_\infty \bar{g} C\varepsilon + ||f||_\infty \bar{g} C\varepsilon \log \frac{d^2}{C\varepsilon} \leq C'\varepsilon \log \frac{1}{\varepsilon}.
\]

If instead \(C = ||f||_\infty E_G|X - d|/(2(F(d) - 0.5)\bar{g}),\) then

\[(B.6) \quad K\{\tilde{A}_2\} \leq G\{0, C\varepsilon\} \leq \bar{g} C\varepsilon.
\]
Next, we can find constants $C_3, C_4 > 0$ such that $0 \leq F(y) - 0.5 \leq (C_3 + C_4x)\varepsilon$ whenever $z \in \tilde{A}_3$, and hence

\begin{equation}
\mathbb{E}\{\tilde{A}_3\} \leq \int_{-d}^{\infty} (C_3 + C_4x)\varepsilon g(x) \, dx \leq (C_3 + C_4\mathcal{E}|X|)\varepsilon.
\end{equation}

The second inequality in (B.3) now follows from (B.5)–(B.7). The first inequality is established in a similar manner. First, a positive lower bound for $l(z, t)$ is obtained for $z \in (0, d) \times (0, d)$ and $0 < t < \varepsilon$. Then one shows that $\mathbb{E}\{A_{\varepsilon_1} \cap (0, d) \times (0, d)\} \geq C_1\varepsilon \log(1/\varepsilon)$, for some constant $C_1 > 0$. More details can be found in Hössjer, Rousseeuw and Croux (1992).
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