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Abstract

The nitrate anion in solution functions as a probe of its environ-
ment through the spectroscopy of its vibrational modes. In water,
dynamic hydrogen-bonding with the hydration shell is manifested
in the symmetry breaking of nitrate’s asymmetric stretches.

This computational study aims to support recent experimental
evidence of frequency dependence in the reorientation of nitrate
in water and provide a direct molecular picture of the mechanisms
involved. I run molecular dynamics simulations of a potassium
nitrate pair in water to analyse structural properties and dynamic
behaviour of the system. I make quantum chemistry calculations on
small complexes of nitrate with up to two water molecules and on
full hydration shell structures cut out from the molecular dynamics
trajectories.

I find that the reorientation is driven by two mechanisms: an
ultrafast (sub-picosecond) libration and a fast (picosecond) rotation.
Based on direct observation of the simulated trajectories and recent
theoretical study, the picosecond rotation is attributed to a sudden
jump mechanism. In both motions, reorientation is faster with
higher temperature. No anisotropy is found within time correlation
functions of the molecular vector reorientation nor of the angular
velocity.

The asymmetric stretch symmetry breaking in hydration shells
is consistent: the lowest vibrational frequency corresponds to the
longest internal nitrogen-oxygen bond and hence to that oxygen
being the most strongly hydrogen-bonded. This direct picture of
the fluctuating split in the asymmetric stretch modes offers an
explanation as to why the frequency dependence is not observed as
an anisotropy in molecular vector reorientation, and suggests a next
move toward detecting it in an extension to this work.
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Introduction
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Figure 1.1: The nitrate ion. One ni-
trogen atom surrounded by three
oxygen atoms in a trigonal planar
arrangement.

The nitrate anion, NO−3 , is a naturally-occurring species crucial to
understanding the chemistry of Earth’s soils, skies and seas.

Nitrification by bacteria in soil — the oxidation of ammonia into
nitrites (NO−2 ) and then nitrates — is a key process in the nitrogen
cycle, providing this essential element in a form that can be used by
plant life.

Nitrate salts are highly hygroscopic, seeding cloud formation1

1 Ramesh et al., 2009.and nitric acid, HNO−3 , contributes significantly to acidification
in the troposphere.2 The abundance of nitrate ions in ice cores 2 Guimbaud et al., 2002.

facilitates study of the climate and atmospheric chemistry of the
planet’s history.3 3 Abbatt, 1997.

High nitrate levels in rivers and oceans can cause eutrophication
and the death of marine life,4 and must be monitored and con- 4 Smith et al., 1999.

trolled in drinking water as in extreme cases may pose a threat to
humans.

Nitrate is used industrially in inorganic fertilisers, in the produc-
tion of explosives and in glassmaking. These human influences can
dramatically affect nitrate levels in ecosystems.5 5 World Health Organisation, 2008.

Study of the nitrate species in solution chemistry is useful in
its own right. Nitrate can provide information about its environ-
ment via the spectroscopy of its vibrational modes.6 Conversely, 6 Ramesh et al., 2009.

solvent effects on the dynamics of nitrate and other ions is key to
chemical reaction mechanisms and solute transport.7 7 Laage and Hynes, 2007.

1.1 Symmetry Breaking in Asymmetric Stretch Modes

Many small molecules belong to highly-symmetric point groups in
their isolated state, which makes certain vibrational normal modes
degenerate. In solution, interactions between solute and solvent
may modify the charge distribution and geometry of the solute
molecule. Symmetry is broken.

The isolated nitrate ion is planar with D3h symmetry. The nega-
tive charge on the ion is spread equally among the three identical
oxygen atoms, each forming partial double bonds with the central
nitrogen.

As a nonlinear molecule with N = 4 atoms, the nitrate ion has
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3N − 6 = 6 vibrational modes. These are the N-O symmetric stretch
ν1, the out-of-plane bend ν2, the two N-O asymmetric stretches ν3x

and ν3y, and the two O-N-O in-plane bends ν4x and ν4y. The num-
bering is per spectroscopic convention and the x, y tags indicate the
axis along which the nitrogen atom moves, as shown in figures 1.2
and 1.3 for the asymmetric stretch.
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Figure 1.2: Asymmetric stretch mode
ν3x .
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Figure 1.3: Asymmetric stretch mode
ν3y.

The asymmetric stretch modes are degenerate in the isolated
state, with ν3 ≈ 1370 cm−1. However, in a polar solution the envi-
ronment lifts the degeneracy of these stretches and we see a double
peak in both infrared (ir) and Raman spectra.

In a protic solvent like water, symmetry is broken by transient
hydrogen bonding (h-bonding) between water molecules and one
or more of the oxygen atoms in nitrate. The h-bond results in a
charge-redistribution in the nitrate ion and the molecule’s internal
bonds is weakened, changing the effective symmetry to C2v (one
unique N-O bond length) or Cs (three different N-O bond lengths).

This symmetry breaking has been observed in resonance Ra-
man spectroscopy of nitrate in h-bonding solvents by Waterland
& Kelley.8 An average splitting of ∆ν3 ≈ 60 cm−1 is seen in dilute

8 Waterland and Kelley, 2000.

aqueous solution.

Several theoretical studies have looked at the symmetry
breaking in nitrate.

Waterland et al.9 found ground state structures and vibrational

9 Waterland et al., 2001.

frequencies for small complexes — nitrate with one and two wa-
ter molecules — with the ab initio Hartree-Fock (hf) method.10

10 See section 2.2 for a brief discussion
of quantum chemistry methods,
including hf.

By comparing split results with the nitrate ion in salts having
known crystal structures, they concluded that an average split of
∼ 60 cm−1 suggests the most probable solution structure has Cs

symmetry. They found that the bulk structure is more asymmetric
on average than the optimised small complexes.

Lebroro et al.11 made a hybrid quantum-classical (qm/mm) 11 Lebrero et al., 2002.

computational study looking at nitrate in aqueous clusters, cou-
pling a density functional Hamiltonian to a classical bath. Using
a molecular dynamics (md) simulation of nitrate with 124 water
molecules, they found the rms of N-O bond distance separation to
be ∼ 0.02 Å. They found that residence times of asymmetric config-
urations are in the picosecond range, and are determined primarily
by solvent dynamics of the first hydration shell.

Ramesh et al.12 used a perturbative solute-solvent coupling ap- 12 Ramesh et al., 2009.

proach in a theoretical study. They constructed a reference Hamil-
tonian H0, first with two modes (only v3x and v3y) then with six
(the ground state, v3x, v3y and their first three overtones). They ex-
tracted instantaneous solvent forces and force gradients δV(t) from
md simulations, and so developed a time-dependent Hamiltonian
H(t) = H0 + δV(t) to solve.

They found a mean splitting ∆ν3 = 24.1 cm−1 in the two-mode
and 21.7 cm−1 in the six-mode study, both understating the ob-
served result. They note an absence of a noticeable dependence on
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the in-plane orientation of the N-O asymmetric stretch force.

1.2 Rotational Dynamics

The motion of the nitrate anion in aqueous solution has long at-
tracted experimental interest, and has been subject to ir, Raman
and nmr techniques.13 13 Laaksonen and Kovacs, 1994.

Whittle and Clarke used a depolarised Rayleigh light scattering
technique to study nitrate reorientation and discuss a coupled
rotation between the water and nitrate, which they describe as a
‘cogwheel effect’.14 14 Whittle and Clarke, 1983.

Nakahara and Emi, using nmr, found that the correlation time
for the in-plane orientation of the nitrate anion depends linearly on
concentration.15 15 Nakahara and Emi, 1999.

The commonly-held view on the reorientation of water molecules
has been of rotational diffusion, where molecules change orientation
in small angular steps. This picture was described by Debye in the
1920s.16 16 Debye, 1929.

The arrival of femtosecond ir spectroscopy has given us a sharp
new tool to examine hydrogen bond dynamics in water and ionic
hydration shells more closely.17 This, alongside other experimental 17 Laage and Hynes, 2007.

and theoretical work, suggests a different mechanism whereby the
molecules rotate in sudden, large jumps.18,19 18 Laage et al., 2011.

19 See section 2.1.5 for a description of
jump models.

The ir studies have focused on water dynamics rather than
anion reorientation. The ir technique for investigating reorientation
dynamics is limited by the lifetime of the vibration, which tends to
be short in aqueous solution.

Few theoretical studies have directly investigated rotational
dynamics of nitrate in water.

Laaksonen and Kovaks studied the rotation of nitrate in water
using NMR relaxation and with MD simulation. They compared
in-plane and end-over-end reorientation, and found that the end-
over-end motion was slower, with a correlation time τ = 2.72 ps,
than the in-plane, at τ = 1.85 ps.20 20 Laaksonen and Kovacs, 1994.

Laage and Hynes investigate rotational dynamics in the first
hydration shell of a different anion, chloride, through molecular
simulation.21 They find a labile hydration sphere structure, and 21 Laage and Hynes, 2007.

account for dynamic behaviour with an extended jump model.

1.3 Motivation from Experiment

My motivation for this computational study is the recent and ongo-
ing experimental work on the reorientation dynamics of nitrate in
water by Thøgersen et al. at the University of Aarhus, Denmark.

The Aarhus group used femtosecond ir spectroscopy directly
following the uvcharge transfer-to-solvent (ctts) transition to
measure reorientation times of nitrate ions in water as a function of
temperature and of probe frequency.
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The ctts transition is an electronic excitation to a quasi-bound
state supported by the hydration sphere, arising from the π to π∗

molecular transition.22 22 Thøgersen et al., 2008.

A linearly-polarised femtosecond ultraviolet (uv) pump pulse at
200 nm, excites this π to π∗ transition efficiently in nitrate, prefer-
ably exciting nitrate molecules whose plane aligns parallel to the
direction of polarisation. The lifetime of the excited state is long
enough to exclude the excited nitrate ions from the ir survey of the
asymmetric stretch. The orientation distribution of the remaining
unexcited nitrate ions becomes anisotropic.

This transient anisotropy is then measured using an ir probe,
close to the prominent in-plane asymmetric stretch frequencies23 23 See section 1.1 for a discussion of the

asymmetric stretch modes of nitrate.seen at ∼ 1370 cm−1. As unexcited nitrate ions reorient back into
the plane parallel to the pump pulse, more molecules become avail-
able to absorb a time-delayed ir probe polarised either parallel or
perpendicular to the pump pulse. In this way Thøgersen et al. de-
termine reorientation dynamics of the nitrate molecule in thermal
equilibrium and, as the ctts transition is localised on the nitrate
ion, they measure local molecular reorientation rather than a dis-
tributed effect.

The decay in polarisation anisotropy r(t) is modelled in the
standard exponential form24 24 Thøgersen et al., 2008.

r(t) = r0 exp
(
−t
τ

)
(1.1)

Looking at a 0.01 M solution of KNO3 in water at 300 K and
1 atm, they find a reorientation time τ of ∼ 2.0 ps.

Thøgersen et al. also observe that, remarkably, the reorientation
time depends on the probe frequency.25 Moreover, the reorienta- 25 Thøgersen, 2011.

tion time appears to be correlated with the two symmetry-broken
asymmetric stretch frequencies. At the lower asymmetric stretch
frequency ν3lo, the reorientation time is around 2.7 ps and at the
higher asymmetric stretch ν3hi, it is around 1.3 ps (see figure 1.4).
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Figure 1.4: Experimental results
showing the frequency dependence of
the anion anisotropy decay in a 0.01 M
solution of KNO3 in water at 300 K
and 1 atm.

These results from an innovative technique in femtosecond spec-
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troscopy offer an intriguing view on the dynamic behaviour of the
nitrate anion in aqueous solution. The results motivate a computa-
tional study to characterise the structural and dynamic properties
of nitrate in water, and to determine the solvent forces which un-
derly its behaviour.

Strong h-bonds between water and oxygen in nitrate are be-
lieved to be an important factor. The frequency-dependence of the
anisotropy suggests that the h-bonds interacting with the nitrate
in solution are maintained through the rotation, over a few pi-
coseconds. By md simulation and quantum chemistry modelling of
clusters, we hope to resolve in detail the mechanisms involved.

1.3.1 Photolysis

The Aarhus group have also used femtosecond absorption spec-
troscopy to determine the formation and relaxation of the primary
products of nitrate photolysis.26 26 Madsen et al., 2003.

They found that 44% of the excited NO−3 molecules return to
the vibrationally hot electronic ground state in 2 ps. Concurrently,
48% of the excited NO−3 molecules isomerise to ONOO−, while the
remaining molecules dissociate to [NO + O2]−, as shown in figure
1.5.

[NO₃⁻]*

NO₃⁻

ONOO⁻

[NO + O₂]⁻44%

8%

48%

8% 1.5%

Figure 1.5: The photodynamics of
NO−3 (aq) when excited at 200 nm.
Madsen et al., 2003.

The contribution to absorption spectra from this relaxation path-
way complicates analysis of the data, but as it only overlaps par-
tially with the vibrational signature of nitrate ions left unexcited by
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the uv pulse, this does not pose a severe problem.

1.4 Aims of This Study

My central concern in this computational study will be to simulate
the dynamic behaviour of nitrate in water, with the aim of support-
ing the experimental reorientation results by Thøgersen et al. and
of describing the molecular mechanisms behind this behaviour. I’ll
look for any dependence on the temperature of the solution.

The great potential of simulation is the possibility of a direct
molecular picture to explain experimental results.

I’ll investigate the link between reorientation and vibrational
frequency by modelling the nitrate anion in water to determine its
vibrational and electronic excitations, and how these are affected by
the geometry of the solvent.

The computational methods I will use are discussed in chapter 3.
First, a summary of the theoretical background to these methods.



2
Theoretical Background

The study of solvent dynamics necessitates approximate potential
models and classical dynamics, and we can gain a detailed molecu-
lar understanding of solvent structure and dynamics using md sim-
ulation. The pump-probe spectroscopy experiments described in sec-
tion 1.3 measure reorientation in the form of decaying anisotropy,
which can be matched to trajectory analysis of md simulations in
the form of time correlation functions.

Calculations of the vibrational spectrum of molecules and their
electronic excitations require a quantum mechanical approach be-
cause of the fundamental dependence of these on molecular or-
bitals. For this we require the methods of quantum chemistry.

2.1 Molecular Dynamics

The huge number of states accessible to a many-particle system
cannot possibly be visited in entirety by any computer we might
use to determine its physical properties.1 We must choose a rela- 1 Thijssen, 2007, p197.

tively small, but representative, subset of states to sample proper-
ties of the system we define.

Nuclei are heavy enough that we may model them as classical
particles in a potential field, subject to Newton’s laws. In classical
molecular dynamics (md) simulation we integrate the Newtonian
equations of motion for each particle numerically using a finite dif-
ference method. A range of methods exist for particular priorities.
For any method, appropriate boundary conditions are important
for a successful simulation.

A key advantage of md sampling is that it offers dynamic infor-
mation about the system, essential for an investigation of reorienta-
tion behaviour.

2.1.1 Finite Difference Methods

The simple idea of md is to take the molecular positions and veloc-
ities at a time t and, by solving the differential equations describing
their motion, to obtain these positions and velocities at a later time
t + δt to a sufficient accuracy.2 These equations are solved numeri- 2 Allen and Tildesley, 1989, p73.

cally, step-by-step.
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The choice of numerical method for a particular case depends on
the relative importance of key factors. Computationally, we would
like the simulation to be fast, to require little memory and to permit
a long time step δt. Physically, we would like to keep as close as
possible to the true classical trajectory. We must also satisfy the
conservation laws for energy and momentum.

Any two approximate trajectories starting close will diverge
quickly in a numerical integration, so following a true classical tra-
jectory is difficult. Fortunately, this is not so important in our md

system. Our aim is to sample the states available to the ensemble,
so it is more important that we conserve energy and momentum.
We will generate good ensemble averages by staying close to the
constant energy hypersurface in phase space.3 A good algorithm 3 Allen and Tildesley, 1989, p76.

permits a large time step while preserving reasonable energy con-
servation.

The Verlet algorithm is a widely-used, simple and reliable
integration method.4 The step for a molecule of unit mass at time t 4 Thijssen, 2007, p201.

with position r(t) subject to a force F(t) is given by

r(t + δt) = 2r(t)− r(t− δt) + δt2F(t) (2.1)

The error for each time step is of order O(δt4). However, the
algorithm requires two positions to start, t = 0 and t = δt. If we
only have the initial position, we must calculate the latter with a
lower-order approximation.

The velocities v(t) are not explicitly required for the Verlet in-
tegration step, but we can calculate them during the simulation
as

v(t) =
r(t + δt)− r(t− δt)

2δt
+O(δt2). (2.2)

Two popular variations on the Verlet method are the velocity
Verlet and leap-frog algorithms.

Using the same notation as above, the velocity Verlet integration
steps for r and v are

r(t + δt) = r(t) + δtv(t) + δt2F(t) (2.3)

v(t + δt) = v(t) + δt(F(t + δt) + F(t)). (2.4)

In the leap frog integration, the position and velocity updates are
out of phase by half a time step, evaluated strictly in order as

v(t + δt/2) = v(t− 1
2 δt) + δtF(t) (2.5)

r(t + δt) = r(t) + δt(v(t + 1
2 δt)). (2.6)

Both these methods have the same theoretical order of error
as the original Verlet, O(δt4), but are more stable with respect to
numerical error due to finite precision arithmetic.
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A benefit of these Verlet-type algorithms is that they are time-
reversible, which can improve energy conservation over long sim-
ulations.5 The fact that velocities appear directly also facilitates 5 Jensen, 2006, §14.2.1.

coupling to an external heat bath.

2.1.2 Force Fields

The forces acting on each atom in an md simulation are defined
by the gradient of potential energy, as functions of the distances
between atoms.6 Accurate intramolecular and intermolecular po- 6 Lyubartsev and Laaksonen, 2000

tential terms are required to define a force field

U = Uinter + Uintra. (2.7)

These are usually specified in a parameterised form either by ab
initio calculations, by fitting the results of simulations to empirical
data or by some semi-empirical hybrid of the two. The widely-used
assumption that the atoms only interact pairwise is a good one and
immediately reduces computational expense, requiring calculations
no higher than O(N2).

A typical intermolecular force field Uinter is

Uinter = ∑
i 6=j

4εij

(σij

rij

)12

−
(

σij

rij

)6
+

qiqj

rij

 (2.8)

for two atoms separated by a distance r with Lennard-Jones
parameters σ and ε. The Lennard-Jones potential

30 1 2
0

-ε

Internuclear Separation (σ)

Figure 2.1: The shape of the Lennard-
Jones potential describing intermolecu-
lar interaction.

ULJ(r) = 4ε

[(σ

r

)12
−
(σ

r

)6
]

(2.9)

describes both the short range Pauli repulsion due to overlap-
ping electron orbitals and the long range van der Waals attraction
in a computationally simple form. The shape of the potential is il-
lustrated in figure 2.1. The other intermolecular potential term in
equation 2.8 describes the electrostatic interaction.

A general form for an intramolecular force field Uintra includes
terms for covalent bonds, covalent angles and torsional angles.
Each of these might be modelled with harmonic potentials of the
form

U(r) = k(r− r0)2 (2.10)

where k is a force constant and r0 an equilibrium position, or
Morse potentials of the form

U(r) = D (1− exp(−ρ(r− r0)))
2 . (2.11)

where D is a potential well depth. The Morse potential is a better
approximation for molecular structure as it explicitly accounts for
the effects of bond breaking and anharmonicity.
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2.1.3 Approximations

In sections 2.1.1 and 2.1.2 we discussed the approximations in-
volved in the numerical method and force field definition. In any
computer simulation, there are other approximations we must con-
sider.

The simulated system size, even on the most powerful comput-
ers, must be orders of magnitude smaller than that of the exper-
imental system.7 The effect of finiteness at the boundary of the 7 Thijssen, 2007, p199.

system is handled using periodic boundary conditions (pbcs).
A cubic box is set up containing the collection of molecules, and

these are replicated through space to form an infinite lattice. As an
atom moves in the primary box its image in each replica box moves
in the same way, and when one atom leaves an image enters the
opposite face to take its place.

Cutoff radius
Minimum image

Minimum image

Figure 2.2: A 2d representative system,
showing the simulation box (centre)
and the nearest pbc image boxes, each
containing images of the simulated
particles.

For a given particle (dark blue),
only interactions with the nearest im-
age of each other particle are counted.
Moreover, only those within the cutout
radius (orange) are included.

As well as remembering that we are only modelling pairwise
interactions, we must also note that in considering a system with
pbcs, we should sum over each copy of each atom in the same
configuration, extending to infinity. This is obviously impossible.
However, as the intermolecular force field falls off quickly, distant
image atoms contribute negligibly. We thus apply the minimum
image convention, choosing only the nearest copy of each atom to
contribute.

Furthermore, we apply a force cutoff at a set radius, such that
only atoms within this separation will be felt. This allows a huge
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reduction in computational expense in calculating intermolecular
interactions. Figure 2.2 shows pbcs, the minimum image conven-
tion and force cutoff schematically.

The duration of the simulation, like the system size, is limited
to being much smaller than any experimental setup. In order to
make good time averages, it is typical to make on the order of 106

integration steps. For femtosecond time steps, this represents a
simulated time on the order of nanoseconds (10−9 s). We therefore
want the correlation time of the system to be significantly smaller
than this.

2.1.4 Trajectory Analysis

Following a successful md simulation, we have all the trajectory
data — positions, velocities and forces on each particle — required
to dig out the dynamical and structural properties we want to
reveal. In the case of nitrate, I am particularly interested in the
structure of the hydration shell around the anion and its dynamic
reorientation behaviour.

Although the aqueous solution does not possess the translational
order of a crystal, we may still characterise its structure by means of
functions of the atomic positions, the simplest being the pair radial
distribution function (rdf). This gives the probability of finding a
specific pair of atoms8 at a distance r apart, relative to the proba- 8 For example, an oxygen atom in

nitrate and a hydrogen in water.bility expected for a random distribution of the same density. We
define the pair distribution function by

g(r) =
V
N2 〈∑

i
∑
j 6=i

δ(r− rij)〉 (2.12)

where i, j are atoms in the ensemble, rij is their separation, V
is the simulation volume, N is the number of atoms and δ is the
Kronecker delta.

The spacial distribution function (sdf) gives us a 3d distribution of
a given atom in a specific coordinate system. In aqueous nitrate, for
example, we may use an sdf to show the average location of water
hydrogens around the nitrate solute.

The simplest dynamic information we can take from the trajecto-
ries is the mean squared displacement of a particular molecule. As the
molecule travels through the liquid, it collides with other molecules
in a Brownian translational motion. The mean squared displace-
ment 〈r2〉 of a particle is proportional to the time elapsed, in the
form

〈r2〉 = 6Dt + c (2.13)

where the proportionality coefficient D, obtained in this manner,
is called the diffusion coefficient.

We obtain further dynamic information about the system
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from time correlation functions (tcfs). For a given molecular vector
n(t), the tcf is determined as

c(t) =
〈n(t0) · n(t0 + t)〉
〈n(t0)2〉 (2.14)

where the average is taken over all molecules of the chosen type
and initial times as part of a continuous trajectory.9 9 Allen and Tildesley, 1989, §6.3.

The second-order tcf is given by

c2(t) =
〈L2(n(t0) · n(t0 + t)〉
〈L2(n(t0)2)〉 (2.15)

where the second-rank Legendre polynomial L2(x) is

L2(x) =
1
2
(3x2 − 1). (2.16)

This second-order tcf will be especially useful when looking at
the reorientation of the nitrate anion, that is when n(t) is a speci-
fied molecular vector, as it decays at the same rate as the ultrafast
ir spectroscopy decay.10,11 We find the time constant τ for such a 10 See section 1.3 for experimental

details.
11 Laage et al., 2011.

decay by fitting the tcf to an exponential function of the form in
equation 1.1.

For aqueous nitrate, I’ll be looking to analyse tcfs of molecular
vectors and angular velocities to describe the reorientation of the
molecule.

2.1.5 Jump Models

As mentioned in section 1.2, the traditional description of the dy-
namics of water molecules has been based on Debye rotational
diffusion. Evidence from recent experimental work and results
from md simulations suggest that this behaviour might be better
described by a model of picosecond reorientation by large angular
jumps. In these jumps, a water O-H bond trades one h-bond accep-
tor for another.12 Such jump behaviour has also been observed in 12 Laage et al., 2011.

the reorientation of anions in hydration shells.13 13 Laage and Hynes, 2007.

This exchange process can usefully be viewed as a chemical re-
action, forming and cleaving h-bonds between the molecule and
its environment.14 As such, we can describe the with an Arrhe- 14 Laage, 2006.

nius equation, describing the dependence of the reaction rate r on
temperature T as

r = Ae−Ea/kT (2.17)

where k is the Boltzmann constant, Ea is the activation energy
and A is a pre-exponential factor. Using tcfs to derive r = τ−1 for
each simulated temperature T, we can obtain an effective activation
energy Ea for the mechanism.
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2.2 Quantum Chemistry

Electrons are very light particles, so classical mechanics cannot
accurately describe the electronic structure of atoms and molecules,
even qualitatively.15 We need quantum mechanics. 15 Jensen, 2006, §3.

We know that all information about a given quantum mechanical
system is stored in its wave function Ψ. In quantum chemistry, to
find important physical properties of the system we aim to solve
the stationary Schrödinger equation

HΨ = EΨ. (2.18)

The Schrödinger equation can only be solved analytically in a
few cases, with at most one electron. In all other cases, we must use
computers to provide an accurate description.16 16 This is known as the many-electron

problem.Of course, it is possible to integrate numerically with discretising
methods but in order to get a realistic electronic structure we would
need all variables of the nuclei and electrons at a large number of
grid points. This would require unfeasibly high computer time and
storage.17 Approximation is required. 17 Thijssen, 2007, §4.

The Born-Oppenheimer approximation is a key tool in solving
the many-electron Schrödinger equation, by which the large mass
difference between electrons and nuclei justifies neglect of the cou-
pling between their respective motions.18 We solve the electronic 18 Griffiths, 2003, §10.

part of the equation with the nuclei clamped in position as parame-
ters. This gives us a potential energy surface which we then use to
solve for the nuclear motion.

The electronic Schrödinger equation is then the biggest compu-
tational problem, and sophisticated tools exist for solving it. I’ll be
employing methods based on two families of such tools, Hartree-
Fock and density functional theory.

2.2.1 Hartree-Fock

Hartree-Fock (hf) is an ab initio method, that is it makes no refer-
ence to empirical data. It makes use of the variational principle,
which states that all approximate wave functions have energies
greater than or equal to the exact energy, with the equality only
holding for the exact wave function.19 19 Griffiths, 2003, §7.

We start with a trial function for the system wave function: a
product of the electron spin-orbitals

Ψ(r1, r2, . . . rN) = χ1(r1)χ2(r2) . . . χN(rN) (2.19)

as is the solution in the case of an independent particle Hamilto-
nian. However, as electrons are fermions the system wave function
must be antisymmetric, satisfying the Pauli exclusion principle.
This requirement is met by arranging the orbitals in a Slater deter-
minant20 20 Thijssen, 2007, §4.4.
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Ψ(r1, r2, . . . rN) =
1√
N!

∣∣∣∣∣∣∣∣∣∣
χ1(r1) χ2(r1) · · · χN(r1)
χ1(r2) χ2(r2) · · · χN(r2)

...
...

. . .
...

χ1(rN) χ2(rN) · · · χN(rN)

∣∣∣∣∣∣∣∣∣∣
. (2.20)

The Slater determinant is the simplest antisymmetric linear com-
bination of Hartree products. It describes N electrons occupying N
orbitals without specifying which electron is in which orbital. By
taking a single Slater determinant as our trial function we neglect
the individual electron-electron repulsions, including them only as
an average potential.21 21 Jensen, 2006, §3.2.

Armed with a trial function, the next task is to minimise
the wave function. The result of this is to derive the Hartree-Fock
pseudo-eigenvalue equations

Fiψi = εiψi (2.21)

where ψi are a set of one-electron wave functions, the Hartree-
Fock molecular orbitals. The Fock operator Fi is defined by

Fi = hi +
N

∑
j
(Jj − Kj) (2.22)

where hi is the core Hamiltonian containing the kinetic energy
of the electron and its electrostatic attraction to the nuclei, Jj is the
Coulomb operator describing the repulsion from the other electrons
and Kj is the exchange operator, a consequence of the asymmetry of
the wave function.22 22 Jensen, 2006, §3.3.

Solving the Hartree-Fock equations yields an infinite spectrum of
results. To find the ground state, we take the lowest N eigenstates
of this spectrum as the new spin-orbitals of the electrons. These are
then used to build a new Fock operator which is diagonalised again,
and the procedure is repeated until sufficiently converged. The set
of solutions are known as self-consistent field (scf) orbitals.23 23 Thijssen, 2007, §4.5.

The hf method, by way of the exchange term in the Fock opera-
tor, takes into account the rule that prevents parallel spin electrons
(known as Fermi correlation) but not the dynamic correlation of elec-
trons in motion (Coulomb correlation). The method thus tends to
overestimate the electron-electron repulsion.24 24 Jensen, 2006, §4.

Other techniques such as Møller-Plesset perturbation theory are
designed to improve on hf by addressing the electron correlation.

2.2.2 Density Functional Theory

Density functional theory (dft) has been widely-used in electronic
structure calculations for solids, and the approach is now popular
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for atoms and molecules due to its relatively low computational
cost for high accuracy results.25 25 Thijssen, 2007, §5.1.

The heart of dft is the Hohenberg-Kohn theorem. This states
that given any ground state particle density function n0(r) we can
calculate the unique26 corresponding ground state wave function. 26 If the ground state is non-

degenerate.That is, the wave function is a functional of the density function

Ψ0(r1, r2, . . . rN) = Ψ0[n0(r)]. (2.23)

This means that all ground state observables are functionals
of the density too. The density has been promoted from one ob-
servable among many to the key variable from which expectation
values of all other observables Ô can be found27 in the form 27 Capelle, 2006, p7.

O0 = O[n0] = 〈Ψ[n0]|Ô|Ψ[n0]〉. (2.24)

The computational efficiency thus achieved is huge. The number
of variables describing a wave function increases exponentially with
the number of electrons; the density function has the same number
of variables independent of the number of electrons.

The implicit detail that makes this conjuring trick possible is that
the ground state wave function Ψ0 must not only give the ground
state but also minimise the energy.

There are then two problems to be solved for the reward of being
able to determine all observables. First, to make good approxima-
tions of the kinetic energy T[n] and electron-electron interaction
U[n] operators and second, to minimise the energy Ev[n], given by

Ev[n] = T[n] + U[n] + V[n] = T[n] + U[n] +
∫

n(r)v(r)d3r (2.25)

for a given density function n(r).

The Kohn-Sham equations offer a method to minimise the
energy, based on an approach of reintroducing single-particle wave
functions while still accounting for many body effects. The ground
state density is found by convergence in a self-consistency cycle.

The total energy is expressed as

E = Ts[ψi[n]] + UH [n] + V[n] + Exc[n] (2.26)

where Ts[ψi[n]] is the kinetic energy of a system of non-interacting
electrons with the same density as our system. It depends on
a full set of occupied orbitals ψi, each a functional of n. UH [n]
is the Hartree electron-electron repulsion, V[n] is the Coulom-
bic nucleus-electron attraction and Exc[n] is the electron-electron
exchange-correlation energy.

No explicit functional form for the exchange-correlation energy
has been found, so a range of dft methods have been designed
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with different semi-empirical approximations. This is an active field
of research.28 28 Jensen, 2006, §6.5.

The Local Density Approximation (lda) assumes that the local
density can be treated as a uniform electron gas.29 29 Jensen, 2006, §6.5.1.

The Generalised Gradient Approximation (gga) include the first
derivative of the density as a variable, taking into account non-
uniformity in the electron density.30 An example of gga I will use 30 Jensen, 2006, §6.5.2.

for looking at nitrate is the blyp method.
Hybrid functionals combine hf and dft approximations for the

exchange energy along with a functional for correlation. An exam-
ple of a hybrid method I will use for looking at nitrate is b3lyp.

These dft methods describe the electronic ground state. To
study the electronically-excited states, time-dependent dft is ap-
plied to determine the response of the electronic configuration to
electromagnetic radiation. Time-dependent dft is implemented
with the linear-response approximation. Though this has limita-
tions, this method is very useful in the study of extended systems.

2.2.3 Basis Sets

The basis set chosen for expansion of the molecular orbitals in a
Hartree-Fock or Kohn-Sham calculation constitutes an inherent
approximation. While a complete basis set — with an infinite num-
ber of functions — would give exact results, this is not possible in
any numerical solution. The larger the basis set the better the accu-
racy, and certain choices of basis set may be better suited to certain
orbitals.31 31 Jensen, 2006, §5.

In quantum chemistry, basis sets are often linear combinations
of atomic orbitals (lcaos). The two widely-used basis functions
are known as Slater-type orbitals (stos) and Gaussian-type orbitals
(gtos) by reference to their shape in the radial coordinate.

Real atomic wave functions resemble stos more closely, but gtos
are popular as they are easy to handle numerically.32 32 Capelle, 2006, p39.

The minimum basis set is the smallest possible, using only enough
functions to contain the electrons of the atom. For example, in the
case of hydrogen or helium this means a single s-function. For
higher accuracy, doubling (dz) or tripling (tz) of the basis func-
tions is introduced.33 Polarisation and diffuse functions may also 33 They are also referred to as zeta

functions, hence the z.be added. Another option is to decrease the number of basis func-
tions describing the core orbitals and increase the number of basis
functions describing the valence orbitals — this is called a split basis
valence set.34 34 Jensen, 2006, §5.2.



3
Computational Methods

3.1 Molecular Dynamics

I ran md simulations on ensembles consisting of a single NO−3
anion and a single K+ cation in a solution of water using the
M.DynaMix package. M.DynaMix is a modern simulation pack-
age which allows arbitrary mixture of rigid and flexible molecules.1 1 Lyubartsev and Laaksonen, 2000.

3.1.1 Force Fields

The intramolecular potential Uintra I used for flexible nitrate com-
prises of terms for covalent bonds and angles, and an improper
dihedral angle between the four coplanar atoms. The aim of the
md simulations are not to simulate the vibrations directly on the
level of classical dynamics, but rather to investigate the molecular
reorientation. The harmonic potential is thus sufficiently accurate
near equilibrium that I do not require the more computationally-
expensive Morse potential.2 2 See section 2.1.2 for a description of

force field potentials.The three N-O bonds were modelled with equilibrium lengths
of 1.2676 Å and force constants 2196.6 kJ ·mol−1 ·Å−2

. The three
O-N-O angles were modelled with an equilibrium of 120◦ and
force constants 439.32 kJ ·mol−1 · rad−2 and the improper dihedral
angle was modelled with equilibrium of 0◦ and a force constant
251.04 kJ ·mol−1 · rad−2. These intramolecular potentials were refer-
enced from Jayaraman et al.3 3 Jayaraman et al., 2010.

The intermolecular force field Uinter used is as given in equation
2.8, comprising of Lennard-Jones and electrostatic interactions. The
lj coefficients and point charges for nitrate, taken from Vchira-
wongkwin et al., are listed in table 3.1.4 4 Vchirawongkwin et al., 2010.

σ (Å) ε (kJ ·M−1) q (e)

N 3.150 0.7113 1.118
O 2.850 0.8368 -0.706

Table 3.1: The Uinter parameters used
for nitrate. lj coefficients σ and ε, and
point charges q.

Force field parameters for water and the potassium cation were
as provided by the M.DynaMix database.
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3.1.2 The System

The simulations were run in a constant volume and temperature
(nvt) ensemble, using the Nosé-Hoover thermostat. I chose a con-
centration of 0.10 M to match the Aarhus experiment. This corre-
sponded to the setting the pair of ions among 550 water molecules.

In order to evaluate temperature dependence, simulations were
run between 280 and 360 K at 10 K increments.

The cubic box size was chosen as a function of density, with
realistic water densities used over the temperature range. These
densities, provided by nist, are cited in table 3.2.5 5 Lemmon et al., 2011.

T (K) ρ (g/ml)

280 0.99991
290 0.99880
300 0.99656
310 0.99338
320 0.98943
330 0.98479
340 0.97954
350 0.97373
360 0.96740

Table 3.2: The density ρ of water
at temperature T, taken from nist

Chemistry WebBook. Lemmon et al.,
2011.

The simulations employed periodic boundary conditions with
the minimum image convention and a cutoff radius of 10 Å.6. 6 See section 2.1.3

3.1.3 Numerical Integration

M.DynaMix uses the leapfrog Verlet integration method.7 I chose a 7 Lyubartsev and Laaksonen, 2000.

time step of 1 fs. The ensembles were first equilibrated for 10
5 steps

(100 ps) and then sampled for 10
6 steps (1 ns). M.DynaMix em-

ploys a double time step technique, whereby forces due to fast
intramolecular and short-range (< 5Å) intermolecular interactions
are recalculated at a shorter time step, in this case 0.1 fs.

10   0 1 2 3 4 5 6 7 8 9

10⁵ Time Steps (fs)

Trajectory blocksEquilibration

Figure 3.1: The ensembles were equi-
librated for 10

5 steps (100 ps) and
sampled for 10

6 steps (1 ns).
The positions, velocities and forces on each atom were recorded

every 50 fs, and I used the M.DynaMix tranal tool to analyse rdfs,
sdfs, mean squared displacements and tcfs as described in section
2.1.4.



reorientation dynamics of nitrate in water 27

3.2 Quantum Chemistry

Electronic structure calculations were performed using the Gaus-
sian 03 software package.8 I calculated geometry optimisations and 8 Frisch et al., 2004.

vibrational frequencies on ground state nitrate-water complexes.
A host of different initial geometries were chosen for small com-

plexes of nitrate and water in order to locate minima in the poten-
tial, along with some symmetry-constrained structures for compar-
ison. To obtain realistic hydration shells, I wrote a tool to cut out
such structures from the md trajectories.9 9 See appendix A for details of the

Cutout tool.Gaussian computes vibrational frequencies by determining the
second derivatives of the energy with respect to the Cartesian nu-
clear coordinates and then transforming these to mass-weighted
coordinates. This transformation is only valid at a stationary point,
so the geometry optimisation must be successful.

3.2.1 Methods and Basis Sets

For the small complexes, I looked at four levels of theory: ab initio
using hf, Møller-Plesset using mp2, dft with the generalised gradi-
ent approximation (gga) using blyp and hybrid functionals using
b3lyp.

I used the gto-based 6-311g(d,p) basis set, with polarisation
functions. For the smaller complexes I also used the aug-cc-pvtz

basis set: Dunning’s correlation consistent basis sets with triple zeta
functions, augmented with diffuse functions.10 10 See section 2.2.3 for a discussion of

basis sets.For the hydration shell structures, I made calculations on the
ground state using dft methods and on the electronically-excited
states using linear-response time-dependent dft. However, I note
that the time-dependent method only approximately describes the
charge-transfer-to-solvent (ctts) excitation.





4
Results & Discussion

4.1 Molecular Dynamics

I ran md simulations, as described in section 3.1, on a canonical
ensemble of water molecules with a single potassium nitrate ion
pair. The concentration in each of these simulations matched that of
the Aarhus experimental setup at 0.1 M.

These simulations will enable us to characterise the aqueous
solution and the solvation of nitrate, and form a basis for studying
the mechanisms behind the symmetry breaking in the asymmetric
stretch modes and the reorientation motion.

The trajectories were analysed for structural and dynamic infor-
mation which might reveal the mechanisms behind nitrate reorien-
tation behaviour.

4.1.1 Structure

I first looked at the structure of the hydration shells that surround
the nitrate molecule in solution.
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Figure 4.1: The rdf at 300 K of hydro-
gen (dark blue) and oxygen (orange)
from the nitrogen atom at the origin.
The shaded area (light orange) shows
an integrated distribution of 9.2 oxy-
gens up to the minimum after the first
peak.

In figure 4.1 we have rdfs showing the distribution of water
molecules around the nitrate anion at 300 K, with the origin set
at the central nitrogen atom. We see a well-defined peak of water
hydrogen atoms at a distance of ∼ 2.6 Å and of water oxygen atoms
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at ∼ 3.5 Å indicating the first hydration shell. A second hydrogen
peak at ∼ 4.0 Å corresponds to the other hydrogen in the water
molecule, after which the sampling is a little noisy.
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Figure 4.2: The rdf at 300 K of hydro-
gen (dark blue) and oxygen (orange)
from the three nitrate oxygen atoms
at the origin. The shaded area (light
orange) shows an integrated distribu-
tion of 2.5 oxygens up to the minimum
after the first peak. The geometric
origin of the circled double peak (light
blue) is illustrated in figure 4.3.

Consistent with this, figure 4.2 shows an rdf of the same wa-
ter oxygen and hydrogen atoms from the perspective of the three
nitrate oxygens. We see the strong peak of water hydrogen atoms
at a distance of ∼ 1.6 Å and water oxygen atoms at ∼ 2.5 Å. The
smaller double peak in the hydrogen atoms between ∼ 3.0 Å and
3.7 Å is due to secondary, non-h-bonded collocations in the bonded
molecules, shown schematically in figure 4.3.

First peak

Double peak

Figure 4.3: A schematic describing
the origin of the rdf peaks in figure
4.2. The first corresponds to the
h-bond and the secondary double
peak corresponds to other collocated
oxygen-hydrogen pairs.

The cumulative distributions shown under the oxygen peaks
to the first minimum in figures 4.1 and 4.2 show an average of 9.2
oxygen atoms in the first shell around each nitrogen atom, and 2.5
around each of the three nitrate oxygens. This suggests a coordina-
tion of two to three h-bonded water molecules around each of the
nitrate anion’s three oxygen atoms.

The maxima and minima of these rdfs compare well with
the results of Laaksonen and Kovaks1, who found up to 8 water 1 Laaksonen and Kovacs, 1994

molecules coordinating the oxygen atoms of nitrate.
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Figure 4.4: The rdf of water hydrogen
from the nitrogen atom at 280 K (light
blue), 300 K (dark blue) and 360 K
(orange). We see a consistent structure
across the temperature range.
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The temperature dependence of the hydration shell structure
is shown in the rdfs of figure 4.4, which plot the nitrogen to water
hydrogen distribution. The 300 K nitrogen-hydrogen function (dark
blue) from figure 4.1 is repeated, and added are the lowest and
highest temperature simulations, 280 K (light blue) and 360 K (or-
ange). We see that the location of the well-defined first and second
peaks does not change across the temperature range, but that both
the maximum and minimum are more prominent with decreasing
temperature.

The integrated distribution of oxygen atoms in the first shell
decreases only from 9.2 at 280 K to 9.1 at 360 K, suggesting that the
water coordination structure is consistent across the temperature
range.

Figure 4.5: The sdf of water oxygen
(red) and hydrogen (white) around the
nitrate ion at 300 K.

Figure 4.5 shows the 3d spacial distribution at 300 K of water
hydrogen and oxygen atoms around the nitrate ion, indicating the
average locations of water molecules in the first hydration shell.

The picture is consistent with the rdf peaks of figures 4.1 and
4.2, and furthermore we also see cylindrical symmetry around each
of the three oxygen atoms, with a preferred angle of between 30◦

and 75◦ from the nitrate N-O bond to the h-bonded water molecule
O-H bond.

No discernible change in the sdf is visible across the tempera-
ture range from 280 K to 360 K, so I disregard those plots.

The rdf of the single potassium cation from the nitrogen atom
is in figure 4.6. The plot is noisy, as it only samples one atom pair.
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Figure 4.6: The rdf at 300 K of the
lone potassium cation from the nitro-
gen atom.

However, it suggests that the cation spent ∼ 8% of the simulation
time coordinated between ∼ 3 to 4 Å and ∼ 12% of the time in a
solvent separated state between ∼ 5 to 7 Å.
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Figure 4.7: The rdf at 300 K of water
oxygen and hydrogen atoms from the
potassium cation.

Figure 4.7 is the rdf of water oxygen and hydrogen atoms from
the potassium cation. We see well-defined peaks, with oxygen
peak closer than hydrogen in contrast to the nitrate coordination.
The oxygen coordination number 7.2 agrees well with previous
results in ab initio md of 6.75 by Ramaniah and 7 by Nguyen and
Adelman.2 2 Ramaniah et al., 1999

4.1.2 Dynamics

I first looked to obtain diffusion coefficients by measuring the mean
squared displacement of the nitrate molecule over the simulated
trajectories.3 Figure 4.8 shows the mean squared displacement of 3 See section 2.1.4 for a theoretical

background.the nitrate molecule over 5 ps.
Figure 4.9 plots the diffusion coefficients over the temperature

range from 280 K to 360 K, and these are listed in table 4.1. We see
that the diffusion coefficient increases linearly with temperature.
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Figure 4.8: Mean squared displace-
ment over 5 ps at 10 K temperature
increments between 280 K and 360 K.The datapoint at 310 K lies off the line, which is likely erroneous.

We can compare this result to the md result of D = 2.5 at 315 K
by Laaksonen and Kovaks, at much higher concentration and the
self-diffusion coefficient D ≈ 2.3 of water at 300 K.4,5 4 Laaksonen and Kovacs, 1994.

5 Tanaka, 1978.

T (K) D (10−5cm2s−1)

280 0.73
290 0.97
300 1.09
310 1.75
320 1.65
330 2.20
340 2.62
350 2.83
360 3.48

Table 4.1: Diffusion coefficients of
nitrate in water at 10 K temperature
increments between 280 K and 360 K.

I turned next to reorientation dynamics. As described in section
2.1.4, the second-rank tcf of molecular orientation is a princi-
ple description of its dynamics and can be directly linked to the
anisotropy decay of ir spectroscopy data.

I looked at the orientation of three perpendicular molecular
vectors: the vector i along an N-O bond, the vector between the two
other oxygen bonds j and the vector normal to the plane k. These
vectors, shown in figure 4.16, are fixed for each molecule through
the trajectory.

The second-rank tcf of the normal k vector at 300 K is shown
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Figure 4.9: Diffusion coefficients of
nitrate in water at 10 K temperature
increments between 280 K and 360 K.

in figure 4.10. The nitrate reorientation proceeds successively at
two different rates, due to different mechanisms. An ultrafast (sub-
picosecond) partial reorientation (region 1©) is followed by a slower
full reorientation (region 2©).

Following the description by Laage et al.6 of water reorientation, 6 Laage, 2006.

we explain the region 1© decay as the nitrate anion’s rotational
motion, rapidly slowed by h-bonds in the hydration sphere.
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Figure 4.10: The second-rank tcf

(dashed, dark blue) of the ẑ vector at
300 K. Two different regions proceed
at different rates (red, 1©) and (orange,
2©), and these are fitted to standard

mono-exponential decay functions
(solid red and orange lines).

This librational motion results in an ultrafast (< 200 fs) reorien-
tation as each nitrate N-O bond wobbles in a cone centred on the
h-bond direction (see figure 4.11).

The slower decay of region 2© dominates after around 500 fs, fol-
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lowing a ‘bump’ joining the two regions, likely due to the transition
to a different reorientation mechanism.

As described in section 2.1.5 recent experimental and theoret-
ical evidence suggests a mechanism for picosecond reorientation
involving sudden large angular jumps.7 7 Laage et al., 2011.

Figure 4.11: Librational motion. The
nitrate bond wobbles in a cone centred
on the h-bond direction.

Observations of frequent large-amplitude jumps in the trajecto-
ries of these md simulations leads me to argue for the jump model
in aqueous nitrate solution. Large jumps are observed to coincide
with water molecules entering the hydration shell, forming h-
bonds and over-coordinating a nitrate oxygen. Conversely, jumps
are observed when a water molecule makes its own large rotation,
breaking the nitrate h-bond and departing the hydration shell.

The temperature dependence of the second-rank tcf of the
normal k vector is shown in figure 4.12, where we look at a range
from 280 K to 300 K in increments of 10 K. We see the same ultrafast
region 1© and picosecond region 2© at each temperature, though the
difference between the reorientations is more pronounced at lower
temperatures.
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Figure 4.12: The second-rank tcf

of the ẑ vector at 10 K temperature
increments between 280 K and 360 K.

Up to ∼ 3 ps, we see a consistent spacing in the tcfs. At each
temperature, these were fitted to standard exponential decays,
as described in section 2.1. The two dominant decays describing
regions 1© and 2© are listed in table 4.2 and plotted in figures 4.13

and 4.14.
The time constants τ of both mechanisms decrease with in-

creased temperature, describing faster reorientation. The picosec-
ond decay 2© at 330 K in figure 4.14 lies outside the linear trend,
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possibly due to the non-exponential ‘bump’ in that tcf at around
4 ps.

The very high time constants at 280 K indicate that the solution is
perhaps coming close to freezing out some degrees of freedom.

T (K) τ1 (ps) τ2 (ps)

280 0.89 ± 0.07 4.33 ± 0.06
290 0.82 ± 0.05 3.23 ± 0.03
300 0.78 ± 0.05 2.80 ± 0.05
310 0.72 ± 0.05 2.37 ± 0.09
320 0.70 ± 0.04 2.00 ± 0.00
330 0.65 ± 0.03 1.96 ± 0.01
340 0.60 ± 0.03 1.39 ± 0.11
350 0.57 ± 0.02 1.15 ± 0.07
360 0.54 ± 0.02 1.32 ± 0.13

Table 4.2: Fitted exponential decay
constants for the second-rank tcf

of the ẑ vector at 10 K temperature
increments between 280 K and 360 K.
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Figure 4.13: Time constants τ1 fitted
to the ultrafast motion at 10 K temper-
ature increments between 280 K and
360 K.

The time constants for the picosecond reorientation 2© showed
some variation over the region when fitted to a mono-exponential
function. I thus fitted these curves over two subregions, 1 to 5 ps
and 2 to 6 ps. The results for τ2 in table 4.2 are hence given as the
median of these two values, which form the high and low errors.

The Arrhenius equation, as described in section 2.1.5, allows us
to treat the reorientation mechanism as a chemical reaction, and so
derive an activation energy Ea from the dependence of the reaction
rate r = τ−1 on temperature.

For the picosecond rotation 2©, the slope of the linear fit in fig-
ure 4.15 gives Ea = 13.4± 1.0 kJ ·mol−1. We can compare this to a
typical h-bond energy of 16 to 20 kJ ·mol−1. The Boltzmann distri-
bution states that 0.32% of the molecules have this energy at 280 K
and 1.14% at 360 K.

I search for anisotropy in the reorientation dynamics by com-



reorientation dynamics of nitrate in water 37

360280 290 300 310 320 330 340 350

   

0

1

2

3

4

Temperature (K)

Ti
m

e 
C

on
st

an
t (

ps
)
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Figure 4.15: The Arrhenius plot of
reaction rate r = τ−1 against inverse
temperature T−1. The activation
energy Ea is derived from this slope.

paring the tcfs along the molecular vectors i, j and k. Each of the
tcf results presented so far have been for the vector k, normal to
the nitrate plane. How does this compare to the in-plane reorienta-
tion of i and j?

⊙O₃

O₁

O₂

NO

O

O

i j

k
(out-of-plane)

Figure 4.16: Molecular vectors.

In figures 4.17, 4.18 and 4.19 we see the tcfs for the three molec-
ular vectors at temperatures of 280 K, 300 K and 360 K respectively.
The fitted time factors τ are listed in table 4.3.

We see the same distinct regions 1© and 2© in each of the molec-
ular vectors. At each temperature we see the ultrafast 1© time con-
stant is lower in k than in i and j, indicating that libration is more
constrained in the plane.

For the picosecond rotation there is only a significant difference
between the vectors at 280 K, as shown by the graphs. Along with
the diffusion results, this suggests that some degree of freedom
may be frozen out at this temperature.

The angular velocity vector motion can also be measured
using tcfs, and this is another area I checked for anisotropy. I sam-
pled the angular velocity tcfs from higher-resolution trajectories,
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T (K) n(t) τ1 (ps) τ2 (ps)

280 i 1.08 ± 0.05 5.05 ± 0.13
280 j 1.09 ± 0.06 5.06 ± 0.24
280 k 0.89 ± 0.07 4.33 ± 0.06

300 i 0.91 ± 0.04 2.81 ± 0.10
300 j 0.93 ± 0.05 3.01 ± 0.16
300 k 0.78 ± 0.05 2.80 ± 0.05

360 i 0.66 ± 0.03 1.53 ± 0.13
360 j 0.66 ± 0.04 1.29 ± 0.07
360 k 0.54 ± 0.02 1.32 ± 0.13

Table 4.3: Fitted exponential decay
constants for the second-rank tcf of
the i, j and k molecular vectors at
280, 300 and 360 K, corresponding to
the ultrafast 1© and picosecond 2©
reorientations.

recording the configuration every 2 fs. I then averaged over 10 md

runs of 100 ps.
Figures 4.20, 4.21 and 4.22 show the angular velocity time corre-

lation in the molecular axes defined by i, j and k respectively.
The anticorrelation seen between 0.2 and 0.3 ps corresponds to

the constrained librational motion seen in region 1© of the reorien-
tation tcfs.

With this higher-resolution analysis, we see clearly that there is
no anisotropy in the angular velocity of the three molecular vectors.
The correlation is not distinguishable by axis.
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4.2 Quantum Chemistry

Using the methods and software tools described in section 3.2, I
made calculations to determine optimised geometries, electronic
structure, vibrational modes and excited states of nitrate-water
complexes.

Firstly, I optimised the geometry of the isolated nitrate molecule
and observed the degenerate asymmetric stretch modes. Secondly,
I looked at small complexes of nitrate with one and two water
molecules to observe the simplest examples of symmetry breaking
and to select and calibrate an appropriate combination of method
and basis set. Finally, I applied the chosen method and basis set
to hydration shells cut out from the md simulations described in
section 4.1. These hydration shell calculations should give good ex-
amples of the environment the nitrate molecule inhabits in aqueous
solution.

4.2.1 The Isolated Anion

The bond lengths calculated for the isolated, geometry-optimised
nitrate molecule using each combination of method and basis set
are given in table 4.4. We see the D3h symmetry in each case. I will
be using the accurate but computationally-expensive mp2/aug-
cc-pvtz level of theory as a reference in section 4.2.2, and we may
note here that the b3lyp/6-311g(d,p) calculation makes an accurate
(−0.1%) approximation to the geometry calculated at that level.

Method Basis Set N-O1 N-O2 N-O3

mp2 aug-cc-pvtz ? 1.2606 1.2606 1.2606
hf aug-cc-pvtz 1.2205 1.2206 1.2206
blyp aug-cc-pvtz 1.2805 1.2806 1.2806
b3lyp aug-cc-pvtz 1.2580 1.2581 1.2581

mp2 6-311g(d,p) 1.2593 1.2593 1.2593
hf 6-311g(d,p) 1.2206 1.2206 1.2206
blyp 6-311g(d,p) 1.2826 1.2825 1.2825
b3lyp 6-311g(d,p) 1.2596 1.2595 1.2595

Table 4.4: Optimised bond lengths (in
Å) for the isolated nitrate with each
method and basis set. The reference
mp2/aug-cc-pvtz is marked (?).

Figure 4.23 gives the frequencies of the degenerate asymmetric
stretch modes ν3x and ν3y calculated with each combination. The
frequencies calculated using the 6-311g(d,p) basis set are consis-
tently higher than those using aug-cc-pvtz, by around 5%. The
inclusion of diffuse functions in the aug-cc-pvtz basis set, are soft-
ening the vibrational modes.

The hf method approximates a higher frequency relative to the
reference mp2 method. The blyp and b3lyp methods approximate
lower frequencies relative to mp2.
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Figure 4.24: The [NO3·H2O]− global
minimum, geometry 1©.

Figure 4.25: An [NO3·H2O]−

symmetry-constrained structure,
geometry 2©.

Figure 4.26: Another [NO3·H2O]−

symmetry-constrained structure,
geometry 3©.

4.2.2 Small Complexes

To select and calibrate a method and basis set, I chose a few geome-
tries of small complexes [NO3·(H2O)n]− with n = 1, 2.

For [NO3·H2O]− I found the global minimum to be a structure
having C2v symmetry, with the water molecule h-bonded to two
of the nitrate oxygen atoms, shown in figure 4.24. I’ll label this
geometry 1©.

Along with the global minimum I chose two other C2v symmetry-
constrained structures, with the plane of the water molecule per-
pendicular to the plane of the anion. The first, shown in figure 4.25,
forms a h-bond with a single nitrate oxygen atom. The second,
shown in figure 4.26, has the water such that a HO bond bisects the
angle of two nitrate NO bonds. I’ll label these structures geometry
2© and 3©, respectively.

The symmetry breaking effect is immediately apparent in the
case of this small complex in figure 4.27. It shows the computed
ir spectrum for the asymmetric stretch modes in [NO3·H2O]−

geometry 1©, alongside the computed spectrum for the isolated
anion.

The single peak in the isolated state is replaced by a double
peak, both split and shifted from its place.

Figure 4.28 is a schematic representation of the global mini-
mum geometry 1© computed using mp2/aug-cc-pvtz. The water
molecule forms h-bonds to two of the nitrate oxygen atoms, both
at a distance of ∼ 2.0 Å. The presence of the water molecule dis-
torts the nitrate, breaking its symmetry to C2v. We see that two NO
bonds with h-bonded oxygen atoms are longer than the third NO
bond, and that the angle between the two h-bonded NOs is larger



reorientation dynamics of nitrate in water 43

16001200 1250 1300 1350 1400 1450 1500 1550

Frequency (cm⁻¹)

IR
 In

te
ns

ity

Shift

Split

Isolated anion
Symmetry broken in solution

Figure 4.27: The simulated ir spectra
of geometry 1© (blue) alongside that of
the isolated anion (orange).than 120◦.

The asymmetric stretch splits at each level of theory for
[NO3·H2O]− geometries 1©, 2© and 3© are listed in figures 4.5, 4.6
and 4.7.

Method 6-311g(d,p) aug-cc-pvtz

mp2 67.8217 ? 58.0769
hf 53.5617 40.9920
blyp 81.7683 62.7177
b3lyp 73.6305 56.9563

Table 4.5: Asymmetric stretch splits
by method and basis set in geometry
1©. The reference mp2/aug-cc-pvtz is

marked (?).

Method 6-311g(d,p) aug-cc-pvtz

mp2 70.7713 ? 87.4053
hf 58.8211 30.4998
blyp 57.9446 48.4644
b3lyp 54.8509 45.8271

Table 4.6: Asymmetric stretch splits by
method and basis set in geometry 2©.

The relative treatment of the splitting by each method and basis
set can be seen more clearly in figures 4.29, 4.30 and 4.31. We see
that the splitting using the 6-311g(d,p) basis set tends to be larger
than that using the aug-cc-pvtz, by ∼ 20% to 40%. We also see that
the hf method makes lower approximations to the splitting than
the reference mp2 and that blyp and b3lyp make higher approxi-
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Figure 4.28: Schematic representation
of the global minimum geometry
1©. This particular geometry is as

optimised with mp2/aug-cc-pvtz.

Method 6-311g(d,p) aug-cc-pvtz

mp2 44.7615 ? 37.7875
hf 38.5526 29.8887
blyp 49.0379 34.2659
b3lyp 45.1929 33.7590

Table 4.7: Asymmetric stretch splits by
method and basis set in geometry 3©.

mations, with b3lyp being close in geometries 1© and 3©.
The exceptions are the cases of hf and mp2 in geometry 2©,

which show extreme divergence from the trend. Checking the op-
timised geometries of these calculations by eye, it is clear that the
methods in geometry 2© have found very different constrained
minima. I will thus not consider the results from this geometry in
selecting and calibrating a method.

I added a water molecule and optimised the geometry of
[NO3·(H2O)2]− to find the global minimum of this structure, which
I’ll label geometry 4©. Figure 4.32 shows this optimised geometry
computed using mp2/aug-cc-pvtz. The two water molecules each
form h-bonds to two of the nitrate oxygen atoms, with distances
between ∼ 1.8 and 2.4 Å. The presence of the water molecules
makes each of the NO bonds different lengths, breaking its sym-
metry to Cs. We see that the NO bond h-bonded to two water
molecules is longest, and that the three internal angles are differ-
ent.

The asymmetric stretch splits at each level of theory for [NO3·(H2O)2]−

geometry 4© are listed in table 4.8, and shown in figure 4.33. We
again see that the splitting using the 6-311g(d,p) basis set is larger
than that using the aug-cc-pvtz, to a greater extent in this geome-
try, up to 85%. We also see again that the hf method makes lower
approximations to the splitting than the reference mp2. In this ge-
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ometry, blyp and b3lyp make slightly higher approximations than
mp2 using the 6-311g(d,p) basis set and slightly lower approxima-
tions using aug-cc-pvtz.

Method 6-311g(d,p) aug-cc-pvtz

mp2 55.0233 ? 34.5218
hf 42.0480 25.9633
blyp 58.4898 29.6413
b3lyp 55.9699 30.6604

Table 4.8: Asymmetric stretch splits by
method and basis set in geometry 4©.

Due to the computational expense of using the mp2 method
and the aug-cc-pvtz basis set, I selected the less-expensive but
stable and accurate dft method b3lyp with the 6-311g(d,p) basis
set to continue with calculations on larger complexes in section
4.2.3. To determine the asymmetric split using this combination
quantitatively to a level of accuracy close to that of using mp2/aug-
cc-pvtz, I suggest a calibration factor of 0.75.

4.2.3 Nitrate in a hydration shell

To investigate the symmetry breaking of the asymmetric modes
in more realistic solvent environments, I wished to look at larger
structures featuring complete hydration shells. As I found in the
rdfs from the md results of section 4.1.1, these shells should fea-
ture around 9 to 10 water molecules.

The md simulations also provide realistic structures within their
saved trajectories. Using the cutout script,8 I cut out 10 such ge- 8 see Appendix [[??]].

ometries from an md simulation at 300 K and 0.1 m, taken every
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Figure 4.32: Schematic representation
of the global minimum geometry
4©. This particular geometry is as

optimised with mp2/aug-cc-pvtz.

50 ps to avoid correlation. I label these geometries a©, b©, c©, . . . j©.
Geometry a©, which comprises of nitrate surrounded by 8 water

molecules, is illustrated in figure 4.34.
I performed geometry optimisation and calculated vibrational

modes on these hydration shell complexes, using the b3lyp method
and 6-311g(d,p) basis set as selected from the results from the
small complexes in section 4.2.2. I fixed the geometry of the water
molecules, while the nitrate molecule degrees of freedom remained
free.

ν3lo ν3hi ∆ν 0.75× ∆ν

A© 1375.23 1419.75 44.5211 33.39
B© 1310.20 1359.03 48.8263 36.62
C© 1357.95 1411.92 53.9771 40.48
D© 1318.99 1444.56 125.5736 94.18
E© 1375.30 1453.86 78.5674 58.93
F© 1392.15 1469.86 77.7143 58.29
G© 1354.59 1465.72 111.1346 83.35
H© 1356.62 1480.89 124.2634 93.20
I© 1373.25 1418.25 45.0098 33.76
J© 1250.45 1256.64 6.1893 4.64

Table 4.9: Frequencies of the two
asymmetric stretch modes calculated
for the 10 cutout geometries. Their
difference ∆ν is the frequency splitting.

With the geometries optimised, I performed a vibrational anal-
ysis. The frequencies corresponding to the asymmetric stretches
ν3lo and ν3hi are listed in table 4.9. The split between them is listed
alongside the same result factored by 0.75 to bring the b3lyp/6-
311g(d,p) method and basis set used in line with the reference
mp2/aug-cc-pvtz level of theory. Though 10 geometries is not
enough to make any statistical claims, the results look plausibly in
line with the experimental average splits of 60 to 65 cm−1 described
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in section 1.1.
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Figure 4.2.3 shows these same frequency peaks plotted together,
with colour of each peak indicating whether it is ν3hi or ν3lo for that
particular geometry, and the shape indicating whether it is ν3x or
ν3y. We see the peaks perhaps forming into two rough bands, but
it is not clear what causes ν3x to be the lower and ν3y the higher
frequency, or vice versa.

N-O1 N-O2 N-O3 ν3lo

A© 1.25633 ↓ 1.25229 ↓ 1.25229 ↑ x
B© 1.27420 ↑ 1.27007 ↑ 1.25666 ↓ y
C© 1.25254 ↓ 1.25435 ↓ 1.27021 ↑ x
D© 1.27253 ↑ 1.26524 ↑ 1.24293 ↓ y
E© 1.25023 ↓ 1.24462 ↓ 1.26877 ↑ x
F© 1.26321 ↑ 1.25316 ↓ 1.23759 ↓ y
G© 1.25768 ↓ 1.27485 ↑ 1.23667 ↓ y
H© 1.25812 ↓ 1.27000 ↑ 1.23495 ↓ y
I© 1.25171 ↓ 1.25427 ↓ 1.26392 ↑ x
J© 1.28243 ↑ 1.29257 ↑ 1.28107 ↑ x

Table 4.10: The optimised length of
the internal nitrate bonds between
nitrogen and each of the three oxy-
gen atoms for each hydration shell
geometry. The arrows (↑ and ↓) in-
dicate whether that bond length has
increased or decreased relative to the
isolated ion bond length 1.2595 Å. The
x or y in the ν3lo column indicates
which of the asymmetric stretch modes
ν3x or ν3y is lowest in the split.

The optimised bond lengths for each geometry are listed in
table 4.10. The arrows (↑ and ↓) indicate whether that bond length
has increased or decreased relative to the isolated ion bond length
using this method, 1.2595 Å. The x or y in the ν3lo column indicates
which of the asymmetric stretch modes ν3x or ν3y is lowest in the
split. The clear pattern from these 10 hydration shell geometries
suggests that ν3x is ν3lo when the N-O3 bond length is increased.
That is, the low frequency corresponds to the strongest h-bonding,
be that ν3x or ν3y.
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This gives us a link between the internal geometry of the ni-
trate anion and the ν3x and ν3y vibrations. The length of the N-O
bonds are a measure of the h-bonding interaction from the solvent.
However, the low frequency vibrational dipole transition moment
direction is not always along an N-O bond.

4.2.4 Excited States

To determine which orbitals might be involved in the excitation by
the 200 nm uv pulse in the pump-probe experiment,9 I calculated 9 See section 1.3 for a description of the

experiment.excited states for each of the hydration shell structures above using
the time-dependent dft method, which is a linear response method
for describing electronically-excited states.

The two most prominent excitations have frequencies of 194.80 nm
and 189.08 nm. These excitations, centred on the anion, consist of
‘degenerate’ π orbitals being excited to the lumo, a π∗ orbital.

The molecular orbitals involved in the 194.80 nm excitation are
shown in figure 4.35. The solvent breaks symmetry and mixes π

and σ orbitals. The transition dipoles of these excitations lie in the
plane of the molecule.
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Figure 4.35: The 194.80 nm excitation
consists of ‘degenerate’ π orbitals (top
left, top right) being excited to the
lumo (bottom).





5
Conclusions

We see two distinct reorientation rates in the second-rank tcfs
of the md simulations, one ultrafast (sub-picosecond), which I at-
tribute to librational motion of the nitrate anion, and one slower
(picosecond), which I attribute to large angular jumps by the anion
due to transient hydration shell structure.

The time constants of both reorientation mechanisms decrease
linearly with increased temperature.

I determine the activation energy of the h-bond-breaking mech-
anism to be ∼ 13 kJ ·mol−1, comparable to the h-bond energy of
∼ 16 to 20 kJ ·mol−1.

The experimental results by Thøgersen et al.1 show a clear 1 As described in section 1.3.

frequency dependence in the anisotropy decay of pump-probe spec-
troscopy of nitrate in solution. In the reorientation tcf results of
my md simulations2 I only find clear anisotropy at the lowest tem- 2 See section 4.1.2.

perature, 280 K, and that is a slower rotation in the vector normal
to the nitrate plane with no distinction between the perpendicular
in-plane vectors.

The problem is that the x and y vectors of the symmetry-broken
vibrational frame depend on the transient interactions of the solvent
and fluctuate accordingly. The directions of i and j are fixed in
the trajectory analysis and so mix x and y together, losing any
information about frequency dependence.3 3 Compare figures 1.2 and 1.3 with

figure 4.16 for descriptions of x, y and
i, j.

From the pattern in the hydration shell vibrational analysis, we
now have a link between the geometry of the anion — in particular
the length of the N-O3 bond — and the symmetry-breaking inter-
action from the solvent. Although a useful clue, this does not allow
me to analyse the md trajectory directly, as these bond lengths have
been post-optimised by the qc calculation.

The next step required is to determine the link between the
length of the N-O bonds and the hydration structure, for exam-
ple via the number of h-bonds, their distances and angles. This
knowledge would allow me to manipulate the md trajectory files
before analysis, such that i is set to be x and j to be y through the
simulation. I could then analyse these vectors with a second-rank
reorientation tcf, as before. I believe that if the solvation is flexible
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enough, the tcf would show the frequency-dependence.
However, it is important to note that such a tcf would not be a

physical reorientation following a molecular vector, as the i and j
would fluctuate with the symmetry-breaking. It is what we might
call a ‘pseudo-reorientation’ of the low frequency dipole transition
moment.

The theoretical results presented in this thesis throw light on
the reorientation dynamics of nitrate in water, but are insufficient
to explain the frequency-dependence observed in the Aarhus ex-
periments in terms of this reorientation. Firstly, I believe that the
classical md simulations do not accurately describe the cooperative
nature of h-bonding. Secondly, I have not directly modelled the re-
orientation of the vibrational transition dipole moment. Along with
solving these problems, an investigation should be made into any
relation between the asymmetric stretch transitions and the ctts

transitions.
I hope this work will help in the final description of what is a

compelling experimental result.



A
The Cutout Tool

During this study I required various small tools to manipulate
trajectories, in particular to cut hydration shell geometries from md

trajectories for use in qc calcuations.
To enable this, I built an object-oriented C++ framework for

handling atoms, molecules and ensembles with the ability to read
and write geometry and trajectory files in cartesian format (xyz).
The intention is that this framework can be used to quickly write
arbitrary tools for working with molecules on further work.

The Cutout tool takes a Cartesian format (xyz) molecular tra-
jectory file and cuts out whole molecules in a given range of a
any position, returning a new xyz file. It calculates intermolecular
bonds based on user-defined parameters.

The code, along with the framework, is open source and avail-
able to download or fork at http://github.com/tommyogden/cutout.
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