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Abstract

Study I: This paper investigates the effect of the academic ordinal rank position of Swedish grade 9 students relative to their school peers on future educational achievement and adult earnings. The results show evidence of a positive impact of being more highly ranked in the class, and the effects are concentrated to the top and the bottom of the ordinal rank distribution. High-ability students from low-income families gained the most from having a higher ordinal rank in grade 9. The results contrast with US findings, which suggest a similar impact across the rank distribution.

Study II: This paper studies the effect of a reform that increased school-level autonomy in determining how to allocate time between different subjects in Sweden. It evaluates the impact of the reform using registry data in a Difference-in-Differences framework. The results suggest that students’ educational outcomes, including the subsequent choice of educational track, were not affected by the reform. However, there are some indications that students in large schools and students from low socioeconomic households may have benefited from the reform.

Study III: Research suggests that increases in gross domestic product (GDP) lead to increases in traffic deaths plausibly due to the increased road traffic induced by an expanding economy. However, there also seems to exist a long-term effect of economic growth that is manifested in improved traffic safety and reduced rates of traffic deaths. Previous studies focus on either the short-term, procyclical effect, or the long-term, protective effect. The aim of the present study is to estimate the short-term and long-term effects jointly in order to assess the net impact of GDP on traffic mortality. We performed error correction modelling to estimate the short-term and long-term effects of GDP on the traffic death rates. The estimates from the error correction modelling for the entire study period suggested that a one-unit increase (US$1000) in GDP/capita yields an instantaneous short-term increase in the traffic death rate by 0.58 (p<0.001), and a long-term decrease equal to −1.59 (p<0.001). However, period-specific analyses revealed a structural break implying that the procyclical effect outweighs the protective effect in the period prior to 1976, whereas the reverse is true for the period 1976–2011.

Study IV: Unemployment might affect several risk factors of cardiovascular disease (CVD), which is the leading cause of death globally. The characterization of the relation between these two phenomena is thus of great significance from a public-health perspective. The main aim of this study was to estimate the association between the unemployment rate and mortality from CVD and from coronary heart disease (CHD). We used time-series data for 32 countries spanning the period 1960–2015. We applied two alternative modelling strategies: (a) error correction modelling, provided that the data were co-integrated; and (b) first-difference modelling in the absence of co-integration. Separate models were estimated for each of five welfare state regimes with different levels of unemployment protection. We also performed country-specific ARIMA-analyses. Because the data did not prove to be co-integrated, we applied first-difference modelling. Our findings, based on data from predominantly affluent countries, suggest that heart-disease mortality does not respond to economic fluctuations.
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Abstract

Study I: This paper investigates the effect of the academic ordinal rank position of Swedish grade 9 students relative to their school peers on future educational achievement and adult earnings. The results show evidence of a positive impact of being more highly ranked in the class, and the effects are concentrated to the top and the bottom of the ordinal rank distribution. High-ability students from low-income families gained the most from having a higher ordinal rank in grade 9. The results contrast with US findings, which suggest a similar impact across the rank distribution.

Study II: This paper studies the effect of a reform that increased school-level autonomy in determining how to allocate time between different subjects in Sweden. It evaluates the impact of the reform using registry data in a difference-in-differences framework. The results suggest that students' educational outcomes, including the subsequent choice of educational track, were not affected by the reform. However, there are some indications that students in large schools and students from low socioeconomic households may have benefited from the reform.

Study III: The aim of the present study is to estimate the short-term and long-term effects jointly in order to assess the net impact of GDP on traffic mortality. We performed error correction modeling to estimate the short-term and long-term effects of GDP on traffic death rates. We used time-series data for 18 countries spanning the period 1960–2011. The estimates suggested that a one-unit increase (US$1000) in GDP/capita yields an instantaneous short-term increase in the traffic death rate by 0.58 and a long-term decrease equal to −1.59. However, period-specific analyses revealed a structural break implying that the procyclical effect outweighs the protective effect in the period prior to 1976, whereas the reverse is true for the period 1976–2011.

Study IV: The main aim of this study was to estimate the association between the unemployment rate and mortality from cardiovascular disease (CVD) and from coronary heart disease (CHD). Additional aims were (a) to assess whether the associations are modified by the degree of unemployment protection, (b) to determine the impact of GDP on heart-disease mortality, and (c) to assess the impact of the Great Recession in this context. We used time-
series data for 32 countries spanning the period 1960–2015. The estimated effect of unemployment and GDP on CVD as well as CHD was statistically insignificant across age and sex groups and across the various welfare state regimes. An interaction term capturing the possible excess effect of unemployment during the Great Recession was also statistically insignificant.
Svensk sammanfattning

Studie 1
Studien undersöker om svenska elevers rangordning i förhållande till skolkamraterna, med avseende på deras studieprestationer, påverkar deras utbildning och inkomster senare i livet. Resultaten tyder på att det har en positiv effekt att vara högre rankad i klassen, och att effekterna är koncentrerade till toppen och botten av den fördelningen. Studenter med höga betyg från låginkomstfamiljer påverkas särskilt starkt av att vara högre upp i rangordningen. Resultaten kontrasterar mot tidigare studier från USA, där man funnit en likartad effekt i hela fördelningen.

Studie 2

Studie 3

Studie 4
Huvudsyftet med denna studie var att skatta sambandet mellan arbetslöshet och dödlighet i hjärt-kärlsjukdom och kranuskärlssjukdom. Ytterligare syften var (a) att undersöka om sambandet varierar beroende på utformningen av arbetslöshetsskyddet, (b) att skatta BNP:s inverkan på dödligheten i hjärt-kärl-
sjukdomar och kranskärllssjukdom, och (c) att skatta effekten av finanskrisen 2008 i detta sammanhang. Vi använde tidsseriedata för 32 länder som täcker perioden 1960–2015. Den skattade effekten av arbetslöshet och BNP på dödlighet i hjärt-kärlsjukdom och kranskärllssjukdom var statistiskt insignifikant; detta gällde för olika ålders- och könsgrupper liksom för olika system för arbetslöshetsskydd. En interaktionsterm avsedd att skatta effekten av arbetslöshet under lågkonjunkturen 2008 var också statistiskt insignifikant.
Introduction

This thesis uses insights and methods from Economics to study two aspects central to society's welfare: health and education. The first part of the thesis includes two single-authored papers on the topic of the Economics of Education, while the second part of the thesis includes two co-authored papers (together with Thor Norström) on the relationship between macroeconomic fluctuations and mortality.

Two fundamental yardsticks of any welfare state are to what extent and at what level of quality it provides education and healthcare to its citizen. The share of GDP allocated to these areas indicates how high these two aspects are placed on the political agenda. In the year 2018, almost 11% of Gross Domestic Product (GDP) was spent on healthcare in Sweden and 7% on education.¹

The main objective of an economist is to investigate how resources are allocated and what are the consequences of these allocations for individuals, groups, and society as a whole. The aim of this thesis is to contribute to such analyses in several aspects: The first study analyzes the impact that the ordinal rank of students in school, in terms of academic achievement, has on their long-term educational and labor market outcomes. Although ordinal rank has received some attention in previous literature (Jonsson and Mood 2008, Booij, Leuven et al. 2017), I contribute by applying a sophisticated empirical strategy (Murphy and Weinhardt 2020, Denning, Murphy et al. 2021) to Swedish register data. In the second study, I investigate the long-term effects of a decentralization policy, implemented in the year 2000, that gave Swedish schools more authority over the timetable. Surprisingly, very little research has been performed on this policy, and the studies that do exist are mostly of a qualitative nature (Nyroos, Rönnberg et al. 2004, Rönnberg 2007). The second study of this thesis aims to quantitatively evaluate if this decentralization policy has had any effect on pupils' long-term outcomes, such as their Grade Point Average (GPA), the probability of attending the STEM field, and years of education. Third, previous research on health and macroeconomic fluctuations has tended to either focus on the short-term (procyclical effect) or the long-term (protective effects) between GDP growth and traffic deaths. In the third study, we combine both of these effects in the same model in order to assess the net impact of GDP on traffic mortality. The

¹ Source: World Bank
fourth study continues this line of research by investigating how cardiovascular mortality responds to changes in unemployment.

**School autonomy, student grade rank, and educational achievement**

In modern society, students spend almost one-third of their lives in schools, and it is vital to have an efficient and equal education system. Hanushek (2020) listed four essential factors of the education production function: family attributes, school resources, teacher quality, and the quality of peers. This part of the thesis focused on two empirical questions about school management and peers' effects on students. The first paper discusses the impact of the ordinal educational performance rank of the students within schools on their long-term outcomes, and the second paper investigates how higher school autonomy affects students' educational achievement.

*The effect of ordinal rank in school on educational achievement and income in Sweden*

This paper investigates the effect of the academic ordinal rank position of Swedish grade nine students relative to their school peers on future educational achievement and adult earnings. The ordinal rank effect is a version of the peer effect, but instead of focusing on the average effect of peers, it focuses on students' positions in the ability distribution. A lower rank in the class could impact student self-confidence and social status, leading to lower efforts in the future. It is also possible that being surrounded by high-performance students (and having lower rank) increases students' motivation (Black, Devereux et al. 2013) and gives them better networks in the future. There are also effects of parents and teachers who can react to the low ordinal rank in different ways (Lavy, Paserman et al. 2012).

To empirically analyse the effect of ordinal rank on student outcomes, it is essential to control for all confounding factors that affect outcomes from other channels. The model isolates the rank effect by conditioning on student ability, school-cohort fixed effects, and school types.

The results show evidence of a positive impact of being more highly ranked in the class, and the effects are concentrated to the top and the bottom of the ordinal rank distribution. These results contrast with US findings, which suggest a similar impact across the rank distribution (Denning, Murphy et al. 2021). For example, increasing the rank from the 75th percentile to the top of the class increases the probability of attending the STEM field by almost 6%. The ordinal rank had an extreme effect on students with very low ability: going from the bottom to the second percentile increased the probability of finishing upper secondary school by almost 25%. The paper also finds
heterogeneous effects of ordinal rank: high-ability students from low-income households and immigrants gained the most from having a higher ordinal rank in grade nine. The paper also investigated if those students are more prone to comparing themselves to students of the same gender. The girls' rank among girls strongly affects attending in the STEM track, years of education, and income rank for girls at the top of the class. In the left part of the distribution, the effect of boys' position among boys is more substantial among low achieving boys. Here, a boy's lower rank hurts income, finishing upper secondary school, and attending vocational track.

School autonomy and subject-specific timetables
This paper studies the effect of a reform that increased school-level autonomy in determining how to allocate time between different subjects in Sweden. The reform took place in 900 of Sweden's approximately 3000 primary and lower secondary schools in the early 2000s. This study evaluates the impact of the reform using registry data in a difference-in-differences framework. The results suggest that students' educational outcomes, including the subsequent choice of academic track, were not affected by the reform. However, there are some indications that students in large schools, and students from low socioeconomic households may have benefited from the reform.

Economic fluctuation and different causes of death
This part contains two papers. The first paper investigates the short-term and long-term effects of GDP growth on traffic accident mortality. The second paper studies the effect of unemployment on heart disease mortality.

Short-term and long-term effects of GDP on traffic deaths
Previous research suggests that increases in the GDP lead to increases in traffic deaths plausibly due to the increased road traffic induced by an expanding economy (Neumayer 2004, Ruhm 2015, He 2016). However, there also seems to exist a long-term effect of economic growth that is manifested in improved traffic safety and reduced rates of traffic deaths (Van Beeck, Borsboom et al. 2000, Yannis, Papadimitriou et al. 2014). Previous studies focus on either the short-term, procyclical effect, or the long-term, protective effect. The aim of the present study is to estimate the short-term and long-term effects jointly in order to assess the net impact of GDP on traffic mortality.

We extracted traffic death rates for the period 1960–2011 from the WHO Mortality Database for 18 OECD countries. Data on GDP/capita were obtained from the Maddison Project. We performed error correction modeling to estimate GDP's short-term and long-term effects on traffic death rates. The estimates from the error correction modeling for the entire study period
suggested that a one-unit increase (US$1000) in GDP/capita yields an immediate short-term increase in the traffic death rate by 0.58 (p<0.001) and a long-term decrease equal to −1.59 (p<0.001). However, period-specific analyses revealed a structural break implying that the procyclical effect outweighs the protective effect in the period prior to 1976, whereas the reverse is true for the period 1976–2011.

Is there a link between cardiovascular mortality and economic fluctuations?

Unemployment might affect several risk factors of Cardiovascular Disease (CVD) (Catalano, Goldman-Mellor et al. 2011), which is the leading cause of death globally. The characterization of the relation between these two phenomena is thus of great significance from a public-health perspective. The main aim of this study was to estimate the association between the unemployment rate and mortality from CVD and from Coronary Heart Disease (CHD). Additional aims were (a) to assess whether the associations are modified by the degree of unemployment protection, (b) to determine the impact of GDP on heart-disease mortality, and (c) to assess the impact of the Great Recession in this context. We used time-series data for 32 countries spanning the period 1960–2015. We applied two alternative modeling strategies: (a) error correction modeling, provided that the data were co-integrated, and (b) first-difference modeling in the absence of co-integration. Separate models were estimated for each of the five welfare state regimes with different levels of unemployment protection. We also performed country-specific ARIMA-analyses. Because the data did not prove to be co-integrated, we applied first-difference modeling. The estimated effect of unemployment and GDP on CVD as well as CHD was statistically insignificant across age and sex groups and across the various welfare state regimes. An interaction term capturing the possible excess effect of unemployment during the Great Recession was also statistically insignificant. Our findings, based on data from predominantly affluent countries, suggest that heart-disease mortality does not respond to economic fluctuations.
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1 Introduction

This paper investigates an aspect of the peer effects literature, which until recently, has received relatively little attention. Specifically, this paper examines the importance of the ordinal rank of a student in terms of academic achievement. Using plausibly random variation in the ordinal rank within schools over time, I estimate the causal impact of a student’s ordinal rank on their medium- and long-run educational and labor market outcomes. These include the likelihood of attending a STEM-related field in upper secondary school, finishing upper secondary school, years of education at age 33, and average income between the ages 30 and 33. The analysis uses registry data from several cohorts of the full population of Swedish 9th graders.

How might the ordinal rank affect students’ outcomes today and in their future? One potential mechanism is that being one of the lowest-performing students in the classroom may decrease a child’s self-confidence (Denning et al. 2021), social status, and mental health (Kiessling & Norris 2020). These negative side effects may lower students’ performance today and induce them to lower their effort in the future (Denning et al. 2021). On the other hand, being surrounded by higher-performing students could improve a student’s drive and motivation (Black et al. 2013, Booij et al. 2017, Carrell et al. 2018, Carrell et al. 2009). Furthermore, the ordinal ranks of students may impact how their teachers interact with them and the resources made available to them (Lavy, Paserman & Schlosser 2012). For example, being a lower-ranked student could result in more attention and help from the teacher. Alternatively, this could give the teacher a negative signal, which could lower the teacher’s motivation and expectations concerning that student. Being among the top may induce teachers to provide students with more and better learning opportunities and materials.

The ordinal rank model is a version of the peer-effects mode (see e.g. Sund 2009, Lavy, Silva & Weinhardt 2012, Ammermueller & Pischke 2009, Hanushek et al. 2003), but it builds on distinct mechanisms compared to the average peer-effect model. More-
over, the omission of ordinal rank from the analyses of peer effects means that the peer effect analysis may be suffering from an omitted variable bias (Bertoni & Nisticò 2019). Ribas et al. (2020) analysis of peer effects supports this notion: being low ranked in the class harms students, but this effect is partly mitigated by a positive effect of the average peer ability. In other words, the impact of average peer ability and the student’s ordinal rank work in opposite directions, potentially canceling each other if both are not considered.

The ordinal rank literature is closely related to the literature that investigates “The big fish little pond effect.” The consensus within this literature is that students perform better by being the best in the class or worse by being worse in the class (Marsh 1987, Marsh et al. 2007). This paper contributes to a recent growing number of economics studies that estimate the impact of ordinal rank on student outcomes, such as grade point average (Denning et al. 2021, Cicala et al. 2018), finishing high school (Elsner & Isphording 2017), personality traits (Pagani et al. 2021), major-specific choices at university (Elsner et al. 2021), the likelihood of smoking, drinking alcohol, and having unprotected sex (Elsner & Isphording 2018), mental health (Kiessling & Norris 2020), the likelihood of committing a violent act in school (Comi et al. 2021) and labor market outcomes (Denning et al. 2021). The common denominator for these studies is that students’ ordinal rank positively affects their outcomes.

The empirical strategy adopted in this paper builds on Denning et al. 2021. ¹ I condition on a student’s percentile rank in the national ability distribution to isolate the effects of ordinal rank from the effects of student ability. This together with school-cohort fixed effect and additional school type control variables result in a specification where there is no remaining systematic correlation between the ordinal rank and observed pre-determined student characteristics. This finding is taken as evidence that the

¹Denning et al. 2021 use registry data from Texas to analyze the effect of ordinal rank in grade 3 on individuals’ outcomes in their mid-20s.
ordinal rank-effect that I estimate reflects the causal impact of ordinal rank and not the effect of other (potentially unobservable) student differences.  

This study contributes to the literature mentioned above in several ways. First, my access to Swedish registry data for full cohorts of students during the 1990s allows me to evaluate the impact of the ordinal rank on long term outcomes – i.e., when the students are in their 30s. This is an important benefit, as the data provide outcome measures that more accurately measure a student’s long-term labor market outcomes, a measurement that previous studies have ignored. For example, I measure income by averaging over the observed annual earnings between age 30 and 33. As a comparison, Denning et al. 2021 measure income at age 24. Second, I study not only the linear but also the non-linear effect of ordinal rank on long-term outcomes. My results show that this is important as the estimated effect varies considerably across the distribution. In addition, I strengthen the empirical strategy by performing many non-linear balancing tests with respect to pre-determined student background characteristics. The non-linear balancing test is critical since the main effect appears in the non-linear model. Third, the detailed registry data allow me to carry out interesting heterogeneity analyses with respect to gender and family background. This is an important aspect because the effects of the ordinal rank prove to vary substantially across groups of students. Finally, this is, to the

---

2 I studied the ordinal rank during the final year of compulsory schooling. I argue that this year is important for two reasons. First, compulsory school students spend a lot of time together in well-defined groups and therefore clearly understand their ordinal position within their group. Second, 9th grade is critical for Swedish students since they choose which upper secondary school they want to attend and what course of study they would like to follow. If ordinal rank affects these choices, then the ordinal rank will probably have consequences for long-term outcomes as well.

3 To my knowledge, other studies do not perform any non-linear balance tests.

4 Denning et al. 2021 do not provide detailed information on important parental characteristics such as income and educational information. They use proxies such as information about free lunch and parents’ race/ethnicity, which only to a limited extend captures background characteristics and tap into parental resources.
best of my knowledge, the first study on the non-linear ordinal rank impact in Sweden. The results show that the ordinal rank positively impacts many (but not all) of the outcomes studied in the paper. Years of education completed by age 33 is positively affected, whereas the probability of graduating from upper secondary school is not. The probability of attending a STEM field in upper secondary school increased for students, but only for those in the top quartile of the ability distribution (where most STEM students are drawn from). Income and income rank between age 30 and 33 both increase relative to ordinal rank, but the effect size varies across the distribution of student ability. Only those in the tails of the ability distribution benefit from experiencing a higher ordinal rank. Interestingly, the gains by high ability students are even larger among those from low-income families. A heterogeneity analysis by gender shows that the ordinal rank has a beneficial effect for girls in the top of the class distribution. This effect is larger when the ordinal rank is measured only in the girls.

The results were subjected to several robustness checks. First, I found that the pattern of the results is the same in both small and large schools, although the magnitude is smaller in small schools. Second, mathematics and Swedish grade were added to the model, but this did not change the results.

The rest of the paper is organized as follows. In the next section, I present a short description of the data. Section 3 describes the empirical strategy in more detail. In section 4, I examine tests of the internal validity of my identification strategy. The main results are presented in section 5. Results on heterogeneous effects are presented in section 6. Section 7 demonstrates the robustness of my findings, and section 8 discusses the conclusions.

5The study by Facchinello 2020, is the most closely related Swedish Study as it uses data from the Swedish Evaluation Through Follow-up Longitudinal Study (which includes a 10% sample of students). He found that although enrolling in a better class helps young students perform better on some tests, it lowers their desire to sign up for more challenging courses. He also found that this effect remains even in upper secondary schools and leads to a lower GPA.
2 Data

This section contains a short description of compulsory school in Sweden and describes the data variables used in the study. Table 1 shows the descriptive statistics of the variables. Appendix B provides more information about the detailed descriptive statistics and the data sources.

2.1 Compulsory school in Sweden

During the period under study (1990-1997), the Swedish education system was based on nine years of compulsory school, voluntary upper secondary school (three years), and voluntary university or college. Students entered the compulsory school the year they turned seven: elementary school (grade 1 to grade 6) and lower secondary school (grade 7 to 9). Almost all students finished compulsory school (Hallén 2008, Stanfors 2000) and continued to upper secondary education. During the last year of compulsory school, students chose among several vocational and academic upper secondary school tracks. Admission to these educational tracks is based on their 9th grade final grade point average (GPA).

Since 1992, students also could choose schools outside of their residential area (Edmark et al. 2014). This was implemented almost at the same time as the introduction of private schools.\(^6\) Grading in compulsory school was done by teachers based on exams and other qualifications of the students during the school year.

2.2 Rank, ability and school types

As will be shown in section 3, there are two important variables in the analysis: the students’ ordinal rank in their school by cohort and their ability relative to their nation-

\(^6\)The school choice reform was implemented in 1992. Before the reform, students could only enroll in schools near where they live.
wide cohort. This section describes how these variables are measured. Both variables are based on the final grades at the end of compulsory school (grade 9). The final grade is the student’s GPA and each subject was graded from 1 (lowest) to 5 (highest). At the time of the study, the grading system was norm based—i.e., the students were graded such that their cohort followed a normal distribution, centered around 3. For core subjects, standardized exams guided teachers how to assign grades, although no central enforcement mechanism was in place to ensure a normal distribution. The teachers in each topic were responsible for grading the students based on exams, attendance, and the overall performance of the students.

The student’s rank within their school and cohort is calculated as \[ R_{isc} = \frac{n_{isc} - 1}{N_{isc} - 1}, \]

where \( n_{isc} \) is the GPA rank of the student within the school and cohort, and \( N_{isc} \) is the number of students in that school and cohort. Thus, the rank variable is a number between 0 and 1. I also create 20 dummy variables corresponding to the 20 ordinal ranks of the students by sorting them within the school-cohort from the lowest to the highest GPA and dividing them into 20 equal groups. The number 20 was chosen since it allows me to include all schools, even those with as few as 20 pupils. In this way, each dummy covers 5% of the students from the lowest GPA rank to the highest GPA rank in each school and cohort. I call this the “rank measure”.

To calculate the student’s ability in relation to the nationwide cohort, I used 9th grade GPA and ranked all students in the country cohort. The GPA is scaled from 1 to 5 with one decimal, summing to a 50-level ability rank from the lowest GPA to the highest GPA. I call this the “ability measure.”

Interestingly, both ability and rank measurements are based on the same 9th grade GPA. Although the ability distribution nationwide is unique for all students in a cohort and approximately follows the normal distribution, the school rank is driven by the cohort differences in school grade distributions. In addition to GPA, in some cases, I added the Mathematics and Swedish grades separately to the regression model to capture stu-
dent ability more precisely.

As will be explained in the methods section, the empirical model also included a set of dummy variables for school type. These school types were constructed based on the characteristics of the GPA distribution in the schools in terms of the variance and mean. More precisely, the mean and variances of GPA for each school cohort were calculated and sorted from the lowest to the highest in four and ten groups, respectively. Table B.2 in the appendix shows the descriptive statistics for each of these school types.

2.3 Outcome variables

I constructed four long-term outcomes all measured when the students were 33 years old. The first is the years of study, which is calculated as the total number of years in education based on the students’ highest level of completed education. The years of study could potentially relate to the rank as top-ranked students might be encouraged to continue to higher levels of education, whereas low-ranked students might not consider higher levels of education. During the study period, almost all students finished compulsory education. On average, the students attended school for 13.2 years, and almost 25% of students had some post-secondary degree.

The second related outcome variable is the probability of finishing upper secondary school, which translates to at least 12 years of schooling. It is reasonable that the probability of finishing upper secondary schools is mostly relevant for students in the low ranks, whereas most students in the high ranks probably have a low risk for dropping out irrespective of marginal changes in the rank position. In our data, almost 86% of students completed upper secondary education at the age of 33.

The third outcome variable measures the field of study that the students were in enrolled in the first year of upper secondary school. This category is defined as two types of education: STEM, which is arguably the most challenging field academically, and vocational training. As seen in Table 1, almost 22% were enrolled in a STEM-related
track and 37% of the students were enrolled in a vocational track. Previous studies have shown that having a higher ordinal rank in school is associated with choosing a more challenging educational track (Denning et al. 2021, Murphy & Weinhardt 2020, Facchinello 2020), which motivated the study of the academic STEM field separately. A detailed description of these statistics is found in Table B.1 in the appendix.

The last outcome is the average income of the students at the age of 30–33. The rank could potentially affect income in different ways. First, through the intermediate variable such as years of education and the field of education that is explored with other outcome variables. Second, through a direct impact on students’ beliefs, motivations and attitudes. I use two different income variables; one is the average of the log of earnings from 30-33 and the other is the rank of the same variable. To calculate the income rank, income of the cohort is sorted from the lowest to the highest and divided into 100 equal-sized groups.

### 2.4 Control variables

I use individual, family, and demographic background variables to control for student background and study whether the rank impact is heterogeneous with respect to student gender, parental education, or income. All variables were measured when students were in grade 9, – i.e., when the rank variable was measured.

To measure parent income, I added the father and mother income to get the household’s income in logarithmic form. The household income was sorted from the highest to the lowest in the four groups. The same procedure was implemented for parent education: parents’ years of education were added and ranked from highest to the lowest in four levels. To capture the immigration status, a dummy variable was used to measure whether students were born outside of Sweden. I also controlled for the age of immi-

---

7 It is vital to average over several years, since previous research has shown that income information is volatile.
gration since this is an important indicator for educational attainment and other relevant outcomes. The student’s birth year and month were also used to capture the effect of age of starting school. Previous studies have shown that the background characteristics and educational outcomes vary systematically due to the month of birth.

3 Empirical strategy

This paper estimates the causal effect of students’ ordinal ranks on their medium- and long-run educational and labor market outcomes. Ordinal rank is determined by a student’s position in the distribution of final grades in their school for grade 9. I compared the outcomes of equivalent students who had the same innate academic abilities, but who obtained different ordinal ranks by chance. In this setting, “chance” is generated by the fact that students go to different schools have somewhat different student grade distributions. The key is that some of the variation in the distribution of grades across schools is purely random and generates random differences in ordinal ranks among otherwise equivalent students.

Figure 1 illustrates this variation. A student with median ability (= 25 on the x-axis) can have a rank as low as 7 or as high as 13. This figure shows that students with the same ability can be assigned different ordinal ranks depending on which school and cohort they are enrolled in. For this method to have sufficient power, many schools and cohorts are needed. Following Denning et al. 2021, I model outcome $y$ of student $i$ in school $s$ and cohort $c$ as follows:

$$y_{isc} = g(R_{isc}) + A(a_{isc}) + S_{sc} + \gamma X_{ist} + \epsilon_{isc},$$  

(1)

In Equation 1, $g(.)$ is a function of ordinal rank, $R_{isc}$, $A(.)$ is a function of student ability, $a_{isc}$, $S_{sc}$ is a school-by-cohort fixed effect, and $X_{ist}$ is a set of control variables that includes student characteristics. The ordinal rank function $g(.)$ can take two forms.
The first is a linear function of rank $\lambda R_{isc}$. The linear rank variable is calculated as $R_{isc} = \frac{n_{isc} - 1}{N_{isc} - 1}$, where $n_{isc}$ is the GPA rank of the student within his or her school and cohort, and $N_{isc}$ is the number of students in that school and cohort. Thus, the linear rank variable is a number between 0 and 1. The second functional form for ordinal rank is a set of dummy variables 1–20. Each dummy covers 5% of the students from the lowest GPA rank to the highest GPA rank in each school and cohort. Rank 10 is the reference category that will be dropped in the model. Thus, the non-linear function $g(.)$ is $\sum_{r=1, r \neq 10}^{20} \beta_r I_r$, and the main estimates of interest are $\beta_r$. These estimates tell us how much the outcome changes when students belong to rank $r$ as compared to rank 10.

To obtain an unbiased estimate of the ordinal rank, it is critical to control for student ability since there is a high correlation between rank and ability and since ability will likely have a direct impact on the outcomes of interest. As discussed in section 2, I use a student $i$’s rank in the entire country by cohort distribution of GPA as a proxy for student $i$’s ability, $a_{isc}$. This “national rank” is calculated based on the same measure used to determine the school-by-cohort rank, namely GPA at the end of grade 9. To calculate national rank, all students in each cohort are sorted from the lowest to the highest GPA. Then, national ranks between 1 and 50 are constructed such that each rank covers 2% of the student-by-cohort population.

Using national rank as an ability measurement may, however, produce biased estimates as there is a potential correlation between a student’s rank and the ability distribution in the student’s school. This correlation is illustrated in Figure 2, which shows two schools with the same mean but one with high variance (school A) and the other

---

8The number 20 was chosen because it allows me to include all schools, even those with as few as 20 students.
9I chose 50 ranks because 50 rank covers all possible GPA positions, since ninth grade GPA ranges from 1.0 to 5.0 in the data and is only reported with one decimal place, i.e. 4.5 is a valid GPA, while 4.56 is not.
10This bias is discussed at length in Booij et al. (2017) and Denning et al. (2021).
with low variance (school B). In this example, students with a GPA of 4.0 (above the average mean) in high variance schools have lower ordinal ranks than students with the same GPA in low variance schools. In contrast, students with a GPA of 2.0 (below average, dash line) in high variance schools have lower ordinal ranks than students in low variance schools. This means that a student’s ordinal rank is not only related to his or her own ability but also to the variance of grades in his or her school.

Thus, we risk mixing the causal effect of ordinal rank with other factors related to a school’s grade distribution if we are not careful. For example, if some types of parents choose schools based on their child’s ability and on the grade distributions observed at a particular set of schools, then school-level differences in grade distributions together with student sorting based on observable variables could lead to omitted variable bias in the main model. To solve this problem, the function \( A(.) \) in model 1 includes student ability and school type, where school type is defined by the mean grade level of the school and by the variance of grades in that school. I created a set of dummy variables that control for school grade distribution type interacted with the student’s ability such that:

\[
A(a_{isc}) = \sum_{d=1}^{D} \sum_{a=1}^{50} \beta_{ad} I_d I_{isc}.
\] (2)

In equation 2, \( I_{isc} \) is the dummy variable that equals one if students \( i \) belong to rank \( r \) (from 1–50) in the country among cohort \( c \). School type, \( d \), ranges from 1 to D. School types are defined based on the mean and the variance of the school’s grade distribution. To define these types, the annual school grade means and variances were sorted from the lowest to highest, and five categories of schools were defined: 1) quartile of mean; 2) quartile of variance; 3) decile of the mean; 4) decile variance; and 5) quartile of mean and quartile of variance. \(^{11}\) Based on these alternatives, a different number of dummies in the model were used: alternatives 1 and 2 – 200 dummies (4*50); alternative 3 and 4

\(^{11}\)The descriptive statistics of school types are shown in table B.2.
– 500 dummies (50*10); and alternative 5 – 800 dummies (16 * 50). To choose between these alternatives, I ran a set of linear and non-linear balancing tests.

In model 1, \( S_{sc} \) is the school- and cohort-fixed effect, so the rank- and school-effect are assumed to have a separate additive effect (see Denning et al. 2021 page 8). Different control variables were also used in the model: gender, immigration status, parent education (four levels), and parent income (four levels), as previously described in the data section. Adding the model components together results in the following estimation equation:

\[
y_{isc} = \sum_{r=1, r \neq 10}^{20} \beta_r I_r + \sum_{d=1}^{D} \sum_{a=1}^{50} \beta_{ad} I_d I_a + S_{sc} + \gamma X_{ist} + \epsilon_{isc}.
\]  

(3)

3.1 Identifying variation

As discussed in the previous section, different numbers of dummies can be used in the estimation equation to control for ability and school grade distribution type. One question is, after adding all of these dummies, is there still a sufficient amount of identifying variation left in the model to affect outcomes? Keep in mind that the identification strategy uses differences in the grading distributions across schools that is conditionally random. If we control for too much – so that the residual grade distributions across schools are all equal – then the ordinal ranks of students with the same ability will be identical and we will no longer be able to estimate the effect of ordinal rank. So we need to categorize schools so that grade distributions are "sufficiently" similar, but not identical. One can frame this problem as a trade-off between omitted variable bias (when we do not control enough for the grade distribution types of schools) and a failure to capture the full effect of rank after controlling away too much of the variation in grade distributions across schools. One method for choosing the correct set of control dummies is to see how using different specifications affects a balance test where we estimate the correlations between observed student characteristics and ordinal rank. This is done
in section 4.

Here, I investigate how much variation is left after controlling for school grade distributions and student ability. Figure 3 shows the relationship between student ability (student country rank) and student ordinal rank in four types of schools: low mean and low variance; low mean and high variance; high mean and low variance; and high mean and high variance. Ordinal ranks vary at each ability level in all four school types.

To check the size of the variation after controlling for all factors in the equation, we can see that the residual in the equation 4 varies across ability distribution.

\[ R_{isc} = \sum_{d=1}^{16} \sum_{a=1}^{50} \beta_{ad} I_d I_a + S_{isc} + \gamma X_{ist} + \epsilon_{isc} \]  

(4)

The standard deviation of the \( \epsilon_{isc} \) at each point in the ability distribution indicates how rank varies across the ability distribution after controlling for other factors. Figure 4 shows the standard deviation of ordinal rank and the residual of ordinal rank plotted across the ability distribution. The standard deviation of the ordinal rank is higher on average and has an inverted U-shape. When the residual of regression 4 is used, the variation change is stable across the ability distribution (on average, 0.7 standard deviation). This is the variation used in the main model. That is, on average, a student can get 0.7 ordinal ranks higher or lower in any ability point. This variation corresponds to 3.5% changes in their position in the class.

### 3.2 Measuring ability in grade 9

Ordinal rank is based on the student’s final GPA in compulsory school. This is measured in the spring of grade 9, when students are 15–16 years old. Previous studies have used rank measured at younger ages. Using the rank measured at older age has both advantages and disadvantages. As older students understand their relative position to other students in the school and understand the importance of rank, they understand that they will soon have to compete for slots in upper secondary tracks. This finding is in line

14
with Elsner et al. 2021, which predicts that older students will place more importance on rank than younger students.\textsuperscript{12}

However, ordinal rank measured in grade 9 may already incorporate the compound effects of a student’s ordinal rank at earlier grades. That is, ordinal rank at grade 9 may underestimate the actual – or compound – rank effect.

### 3.3 Teacher grading

As we discussed in the data section, using a teacher-graded GPA as a measure of student ability can have both advantages and disadvantages. On the one hand, it could capture multi-dimensional measures of the human capital; on the other hand, it could increase measurement error in the ability measure. This section addresses the downside of teacher grading in two cases.

A first concern is that the grading generosity differs between teachers. First, suppose that “grading generosity” is at the school level and that it affects all students in a school and cohort similarly. In this situation, the composition of teachers in a school and year is captured by the inclusion of the fixed effects of school-by-cohort in the regression model, which alleviates this concern. However, if this generosity varies across classroom within the same cohort and school, it may give rise to a biased estimate of the ordinal rank effect. Students in different classes may face teachers with different grading behaviors. At the same time, this concern is likely mitigated by the fact that students in grade 9 tend to meet many teachers who teach specific subjects, which lowers the chance that one class of students meets a specific subset of teachers having their own grading standards. Later, as a robustness check, this issue is addressed by looking at the effects found in a sample of small schools. These schools have fewer teachers, and all students are most likely graded by the same teachers, which should mitigate this

\textsuperscript{12}This is more relevant in the Swedish context because students are assigned their first grades in grade 9.
Another concern is that the ability distribution in the school may itself influence what grade teachers assign. The grading system in place at the time was designed so that grades are relative to the standard normal distribution in the cohort nationwide. That is, in principle, the teachers should not let the school-level distribution influence their grade setting. In other words, it was in principle possible to give all students the highest grade if all students were considered top students in relation to the nationwide distribution. However, teachers may still have been affected by the ability distribution of the students in the school. The more likely scenario is that the ability of a student would result in slightly lower grades if the student were the worst in the class rather in the tier of the school-level cohort distribution. Similarly, being the very best in the class (again, conditional on ability) may contribute to being assigned slightly higher grades.

Two crucial facts should be noted in relation to this issue. First, the empirical model partially controls for the school-level (observed) ability distribution by including the $A(.)$ function. Second, the case outlined above (i.e., the within school ability distribution contributes to a wider set of grades being assigned) will most likely result in a downward bias of the ordinal rank effect on later academic outcomes as being ranked low in the school is correlated with a lower GPA, given academic ability. The empirical analysis includes dummy variables for the nationwide rank of GPA, which means that the study is based on comparing students with equal GPA but different school level ranks. If low school rank is correlated with lower GPA (given actual ability), then the lower-ranked students will have “worse” GPA than they really have, so they will be grouped with “worse students” when compared with students with the same GPA but with higher school level rank. That is, a low ordinal rank’s negative impact on later outcomes will be counteracted by the fact that the “comparison students” are worse in absolute ability. For top students, however, the grade will be an overstatement of absolute ability (if having a high rank in the school leads to getting higher grades), and this will mitigate
the impact of the school-level rank when the student is compared with students with the same GPA but with lower school level rank and higher absolute ability.

4 Balance test

Before estimating the regression according to equation 3, this section provides an informal test of whether the controls added to the regression equation are sufficient to control for omitted variable bias. This is done by testing whether different pre-determined student characteristics are uncorrelated with the ordinal rank when different sets of controls are added to the model. If this is the case, I can reasonably assume that unobserved student characteristics are also likely to be uncorrelated with the ordinal rank conditional on the included controls. The model is, therefore, likely to produce the causal effect of ordinal rank. I do this in two formats: a linear balance check and a non-linear check.

4.1 Linear balance test

For the linear balance test, I run equation 3 and replace the outcome variable with different characteristics of the students. Following Denning et al. 2021, I use five alternative specifications. If the background characteristics are not related to the ordinal rank, it is reasonable that unobserved characteristics are also not associated with rank. Therefore, these regressions provide information on which specification can be used to produce estimates on the impact of the ordinal rank that are plausibly unaffected by unobserved variable bias.

The results presented in Table 2 show the estimates of the ordinal rank coefficient for the following dummy outcome variables: being male; having high- and low-educated parents; having high- and low-income parents; and immigrant status of students. Panel A shows the estimates when only the ability measurement is used as a control variable in the model without interaction with school types. Panel B shows the estimates when
the quartiles of school mean GPA are interacted with ability measurement (four school types interacted with 50 ability types). Panel C allows for deciles of school mean GPA (10 \times 50 = 500 dummies), panel D quartiles of school variance in GPA (200 dummies), and panel E deciles of school variance in GPA (500 dummies). The last panel uses quartiles of GPA variance and the quartiles of GPA mean (800 dummies). This is the preferred specification that Denning et al. 2021 used in their model. The table also reveals that no coefficient is statistically significantly different from zero in the last two specifications – i.e., the student’s background characteristics are not correlated with the linear rank.

4.2 Nonlinear balance check

As ordinal rank may have a non-linear impact, I wanted to test whether the pre-determined features are uncorrelated with the rank in a non-linear format. More specifically, in model 3, outcome variable were replaced with student characteristics. As was the case for Table 2, statistically insignificant coefficients provide support for the notion that the ordinal rank is conditional on the included controls (i.e., not correlated with student characteristics) and that the specification will yield estimates of the causal effect of the rank.

Figure 5 shows the estimates of each of the characteristics for three specifications. Three specifications were used: no controls (green); control for ability (orange); and control for ability and 16 school types (blue). The last two correspond to specifications (a) and (f) (Table 2). In each figure, the x-axes show the student’s ordinal rank in school, where each rank is covered 5% of students, and the y-axes show the coefficient estimates of the corresponding rank. Note that the scale of figures is not the same since the dependent variable in each has different scales.

The figure illustrates that the correlation between ranks and characteristics is high when school type and ability are not controlled. When the model controls for the ability,
most of the estimates move toward zero. In the last specification, when the 16 types
of schools are interacted with the student’s ability (800 dummies), the correlation is
zero across student’s ordinal rank in almost all cases. That is, using these controls in
the model takes care of all observable characteristics of the students. I take this as
suggesting that it likely also controls for all unobservable student characteristics and
therefore will continue with this specification.

5 Results

This section presents estimates of the effects of ordinal rank on future educational and
labor-market outcomes. Two types of estimators are considered, linear and non-linear.
For the non-linear effect, where separate coefficients are estimated for each ventile of
the school by cohort rank distribution, the results are presented visually because of the
large number of coefficients.

5.1 Linear effect of ordinal rank

The estimates of ordinal rank are presented in the panels of Table 3. The estimates of
school rank in each row show how the outcomes change when a student’s rank increases
by one rank in the school. Note that a one rank increase is equal to an increase of 5%
the position of the students because the ordinal rank variable is defined as the ventiles of
the school by cohort distribution. The effect size is calculated by dividing the estimates
by the average of the outcome variable. Each column from (a) to (f) corresponds to
specification (A) to (F) defined in the data section, where each specification number of
dummies is used to capture ability and school types. Specification (f) is the preferred
specification.

For most of the estimates in Table 3, the magnitude of the effect is small although
the school rank significantly affects the outcomes. For example, the estimate for the
income rank in the specification (f) is 0.24. When a student’s position in the school randomly increases by 5%, the income rank rises by 0.24 (of 100). The effect size is less than half a percent. For other outcomes, the size of the effects is also very small.

In terms of the specification, the results show that the estimates in all cases are smaller when the model controls for school variances – column (d) and (e) – compared to when controlling for school mean – column (b) and (c) – or only controlling for ability – column (a). Our preferred specification is a specification (f) where both school variances and school means interact with the ability.

Table 3 reveals that the effect size is small when the ordinal rank is used in the linear format. As discussed in the empirical strategy section, this might be because the rank effect is not homogeneous across all ranks. If the effect is zero in some parts of the rank distribution, the overall estimate of the rank effect will decrease. This is addressed by estimating the impact of ordinal rank in a non-linear format.

5.2 Non-linear effect of ordinal rank

Figure 6 shows the main results of the non-linear effect of ordinal rank on different outcomes. The figure shows the result of equation 3; each dot is the estimated coefficient of each of the 20 ventiles and the corresponding 95% confidence intervals. Students in the 10th ventile (approximately in the middle of the school by cohort distribution) are in a reference category; that is, the coefficient of the ith ventile shows the impact of being ranked in the ith ventile in the school by cohort distribution relative to being in 10th ventile. Note that the scales for the figures are not the same since the scales for the outcome variables are not the same.

The field choices for upper secondary school are in panels (a) and (b). Panel (a) shows that the ordinal position of the students has a positive and significant effect on attending the STEM field only for students with a high rank. Moving from rank 15 (75 percentile) to the top of the class (100 percentile) increases the probability of attending
the STEM field by almost 6% compared to rank 10. This is the most immediate effect of the rank since students choose their upper secondary field of study when they finish grade 9. Attending a vocational track has an inverted-U shaped relation with the ordinal rank impact: the likelihood that a student attends the vocational track increases with the rank when students have a low rank (below 25 percentile) and decreases when students have a high rank (above 75 percentile).

Next, we explored whether the ordinal rank affects the probability of finishing upper secondary school and the years of schooling. Panel (c) shows that ordinal rank influences how many years of education a student completes by the age of 33 for the low-rank interval (below 15 percentile) and the top rank interval (above 80 percentile). In contrast, for the interval in-between, the coefficients are statistically indistinguishable from zero. That is, students with very high (and low) ability and with a higher rank were more likely to continue their studies. For students in the middle of the rank distribution, the ordinal rank had no effect on the years of education compared to the reference category.

Panel (d) illustrates that ordinal rank had an extreme effect on students with very low ability: rank increased from one to two for the probability of finishing upper secondary school by almost 25% (from 0.04 to 0.15 in panel d, rank 1 to 2). For rank 3 through 11, ordinal rank had no effect; for rank 12 and above, ordinal rank had a very small effect.

Panel (e) and (f) show that ordinal rank positively affects average income between age 30 and 33. This holds both when the income log (e) and income rank (f) are used. The pattern is almost similar for both and suggests that the slope of the effect is high for students in low rank and lower for students in the higher rank. For example, the income rank of the students increased one rank when the students’ ordinal rank randomly increased from one to two in the school, whereas if the students’ rank in the school increased from 19 to 20, the income rank increased by 0.5.  

\footnote{part of the effect might be due to that getting higher income rank in the high end of the income}
6 Heterogeneity effect

In this section, I analyze if the ordinal rank has varying effects on students with different backgrounds. The heterogeneity study is limited to the non-linear specification and is carried out for the following four background characteristics: gender, immigration status, parental income, and parental education. All results are presented in Figures A.1 - A.5. Figure A.1 shows that females react slightly more than males to an increase in the ordinal rank in terms of the outcomes for income and years of education. The other outcomes almost follow the same pattern.

Next, I investigated the hypothesis that students are more prone to comparing themselves to students of the same gender. In other words, does the ordinal rank measured among the girls in the class have a stronger impact on the outcomes of girls than the ordinal rank measured among the boys? To test this, model 3 was run for girls and boys separately, but the rank in their gender group was used as the explanatory variable rather than the ordinal rank in their school. Figure A.2 shows the estimates of girl’s rank among girls (left panel) and estimates of boy’s rank among boys (right panel) for different outcomes. Each dot marks the effect of the rank on the outcomes compared to the student in rank 10.

Figure A.2 shows that the girls’ rank among girls has a strong effect on enrolling in the STEM track, years of education, and income rank for girls at the top of the class. The pattern of the estimates of rank among girls is like the pattern of the estimates in Figure A.1 (a girl’s rank among all students). The only difference is that the effect on attending the vocational track is almost insignificant for girls. On the other hand, the effect of boy’s rank among boys is stronger among low achieving boys, in the left part of the distribution. Here, a boy’s lower rank has a negative effect on income, finishing upper secondary school, and attending vocational track. The pattern is almost the same as the effect when measured among all students. The probability of finishing upper
distribution is harder than getting a higher rank in low-income levels.
secondary school is one example: being in the lowest 5% of the class decreases the chance of finishing upper secondary school by almost 8%. This number is 3% for girls among girls. That is, it is more harmful for boys than girls to be in the low rank in the class.

Figure A.3 illustrates that ordinal rank has a higher effect on the future income of immigrant students when they are in the top ranks of the school. In contrast, for the native group, higher ordinal rank has a more positive effect in the lower parts of the rank distribution. As seen in panel (f), the ordinal rank does not affect the likelihood of immigrant students of attending a vocational track, whereas the effect of ordinal rank on attending a vocational track for native-born students is an inverse U shape.

Figure A.4 and A.5 show the differences between students with high and low parental income and education. For the income heterogeneity of parents, the differences can be seen in the student’s income and the probability of finishing upper secondary education. The impact of school rank on the income was strong, particularly among top-ranked students with low-income parents. An increase in the school rank from 18 to 20 (top 90% to 100%) increased the income rank from almost two to five, an effect size of almost 6% (three increases with an average 50). Looking at the effect on finishing upper secondary school, low-income students also benefited from higher rank if they were among the top 15% of the schools.

7 Robustness check

Whereas the empirical strategy section discusses the validity of the estimators, this section carries out a set of robustness checks that addresses each of these concerns.
7.1 School size

The most preferred setting is to have class-level data and capture the student’s ordinal rank in the classroom. To investigate how this might affect our estimates, the models were run in large and small schools separately. Analyzing the results for different school size also helps observe teacher grading. In a small school, the number of teachers in each topic is limited and, in most cases, students have the same teacher in all grades, so almost all students are graded by the same teachers.

On the other hand, there is an advantage to looking at large schools with respect to measurement error. In a large school, there are more students in each ordinal rank bin, and more students with the same ordinal rank have similar abilities. This can decrease the biases from ability measurement because it covers more students with the same ability. Figure A.6 shows the estimates of small and large schools. Almost in all outcomes, the estimates for large schools were larger than for a small school for students at top of the class (above 75%). Denning et al. (2021) found similar pattern.

7.2 Ability measurement

To measure the ability of the students, I used national student rank in the country. The Swedish, English, and Mathematics grades were added to the model to check whether the results are robust with other ability measures. The grade is added with four dummies that indicate the grade from 1 to 5. Since the Mathematics and English grades were offered in two levels, each level’s dummies were used in the model. The results are shown in figure A.7 and illustrate that adding Mathematics and Swedish grade separately in the model leads to a slightly smaller effect in the top ranks. In other words, adding grades in Mathematics, Swedish, and English reduced the ordinal rank effect on the outcomes somewhat.

---

14The large schools define whether the school size (captured by the number of students) is more than the mean school size in each year.
8 Conclusion

This paper studies the causal impact of a student’s ordinal rank in their school and cohort during grade 9 on their subsequent educational and labor market outcomes. The study builds on the methodology used in Denning et al. 2021 but adds a set of non-linear balancing tests that prove to be important and informative when choosing the proper specification of the model. The main finding of the study is that a higher ordinal rank has a positive impact on later life outcomes although only for those in the tails of the ability distribution. This stands in contrast to results from the U.S., where Denning et al. (2021) report rank effects across the entire ability distribution.

In Sweden, moving up five rank positions to the top of the class increases the probability of attending a STEM track in upper-secondary school by almost 6%. Ordinal rank also positively affects the number of years of education measured at age 33, but only for pupils below the 15th percentile or above the 80th percentile. A rank effect on finishing upper secondary school is only estimated for those at the very bottom of the rank distribution; moving up by one ordinal rank in this part of the distribution increased the probability of finishing upper-secondary school by almost 3%. The effect of ordinal rank on income between the ages 30 and 33 is modest but larger for high-ability students from low-income families. Overall, girls tend to gain more than boys from an increase in ordinal rank, especially high ability girls near the top of their class. The results also suggest that the beneficial effect of ordinal rank for girls at top of the class is mostly driven by the rank when measured among girls. In other words, the girls seem to compare themselves with the other girls rather than with the entire class. There is also some evidence that suggests that the ordinal rank is relatively more important for students from immigrant families and low-income families.

Compared to the U.S. literature, I found that the ordinal rank had smaller effects. This difference might be because this study measures the ordinal rank in grade nine.\(^{15}\)

\(^{15}\)In the Swedish context at the study period, students got their grades when they were in grade nine.
rather than in grade 3 as in the U.S. study and is based on the teacher-graded GPA rather than on test scores. Both these aspects imply that the effects of estimated ordinal rank found in this paper are lower bounds for the true impact.

The policy implications of ordinal rank effects are unclear as the understanding of the underlying mechanisms is limited. Are rank effects due to how schools allocate resources, including teachers’ time, attention, and goodwill? Does a higher rank boost confidence or act as a motivator for future effort? Are the effects of rank symmetric? We would like to harness the potentially beneficial effects of ordinal rank – especially for those from families from low socio-economic status – without harming others. At the very least, educators should be made more aware of the disadvantages associated with a low ordinal rank and work towards reducing the degree of the disadvantages associated with worse outcomes in adulthood.

and there was no other formal evaluation before this stage.
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Figure (1)  Relationship between ability and school rank

Note: The figure shows the relationship between the ordinal rank of students and ability. The ability is measured according to the student’s grade 9 GPA rank in the country, ranging between 1 and 50. Each dot marks the mean of school rank for each ability point, and the lines represent the types of school, from low- to high-mean in 20 groups.
Figure (2)  Two schools with the same GPA mean and high and low variance

Note: This figure shows the grade distribution in two schools with the same mean GPA but with two variances: high and low. The black line is the distribution of high variance schools.
Figure (3)  Relationship between ability and school rank in different types of schools

(a) Mean Q1- Variance Q1  (b) Mean Q1- Variance Q4

(c) Mean Q4- Variance Q1  (d) Mean Q4- Variance Q4

Note: Figure 3 shows the box plot of students’ ability and their ordinal rank. Each box represents the median, 25 percentile, and 75 percentile of ordinal rank for each ability point. Four types of schools are shown in panels: schools with low mean and low variance (panel a); schools with low mean and high variance (panel b); schools with high mean and low variance (panel c); and schools with high mean and high variance (panel d).
Figure (4) The standard deviation of ordinal rank by the ability

Note: This figure shows the standard deviation of the students’ ordinal rank (black line) and the residuals (grey line) of ordinal rank. When calculating the residual of ordinal rank, the rank is used as a dependent variable regressed on ability, school type, pre-characteristics control, and school-cohort fixed effect.
Figure (5)  Non-linear Balance Test

(a) Male
(b) Immigrant
(c) Low Income Parent
(d) High Income Parent
(e) Low Education Parent
(f) High Education Parent

Note: This figure shows the non-linear balance test of different characteristics of the pupils across ranks. Each point is the estimate and 95% confidence interval of the corresponding rank. The green dots mark the estimates when no control is included in the model, the yellow dots mark the estimates when 50 dummies of ability are included in the model, and the blue dots mark the estimates when the interaction of school types and 50 dummies of ability were included.
Figure (6) The effect of ninth grade ordinal rank on different outcomes

(a) Attending STEM
(b) Attending Vocational Track
(c) Years of Schooling age 33
(d) Finished Upper Secondary school
(e) Income, age 30-33
(f) Income Rank age 30-33

Note: Each dot in the figures marks the estimates of 1 to 20 school rank with 95% confidence interval. The 10th rank is the reference point. In all models, dummy variables for 16 types of schools (based on mean and variances) are interacted with the pupils’ national rank. The following controls are included in the model: immigration status, gender, parental education, parent income, and school-cohort fixed effect.
Table (1) Descriptive statistics

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>48.9</td>
<td>49.99</td>
<td>794076</td>
</tr>
<tr>
<td>Father income log</td>
<td>8.9</td>
<td>2.18</td>
<td>754112</td>
</tr>
<tr>
<td>Mother income log</td>
<td>8.6</td>
<td>2.14</td>
<td>727636</td>
</tr>
<tr>
<td>Father years of education</td>
<td>11.2</td>
<td>2.86</td>
<td>726405</td>
</tr>
<tr>
<td>Mother years of education</td>
<td>11.3</td>
<td>2.54</td>
<td>757699</td>
</tr>
<tr>
<td>Born outside of sweden</td>
<td>7.5</td>
<td>26.33</td>
<td>794076</td>
</tr>
<tr>
<td>Parent born outside of sweden</td>
<td>13.0</td>
<td>33.59</td>
<td>794076</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Academic outcome</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPA</td>
<td>3.2</td>
<td>0.70</td>
<td>794076</td>
</tr>
<tr>
<td>English (advanced)</td>
<td>3.0</td>
<td>0.90</td>
<td>211072</td>
</tr>
<tr>
<td>English</td>
<td>3.3</td>
<td>0.87</td>
<td>536233</td>
</tr>
<tr>
<td>Mathematics (advanced)</td>
<td>3.0</td>
<td>0.95</td>
<td>309044</td>
</tr>
<tr>
<td>Mathematics</td>
<td>3.3</td>
<td>0.90</td>
<td>445494</td>
</tr>
<tr>
<td>Sweidish</td>
<td>3.2</td>
<td>0.90</td>
<td>770575</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Long term outcome</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>STEM</td>
<td>22.4</td>
<td>41.67</td>
<td>276062</td>
</tr>
<tr>
<td>Vocational Track</td>
<td>37.3</td>
<td>48.35</td>
<td>276062</td>
</tr>
<tr>
<td>Income (age 30-33)</td>
<td>7.6</td>
<td>1.00</td>
<td>684328</td>
</tr>
<tr>
<td>Years of education (age 33)</td>
<td>13.1</td>
<td>2.17</td>
<td>756340</td>
</tr>
<tr>
<td>Finished USS</td>
<td>86.1</td>
<td>34.60</td>
<td>794076</td>
</tr>
<tr>
<td>Number of students in each school</td>
<td>121.8</td>
<td>40.30</td>
<td>794076</td>
</tr>
<tr>
<td>Number of students in each rank</td>
<td>6.1</td>
<td>2.01</td>
<td>794076</td>
</tr>
</tbody>
</table>

Note: This table contains descriptive statistics of the variable used in the study. It covers all students in compulsory school between 1990 and 1997.
Table (2) Balance Test

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Low edu</th>
<th>High edu</th>
<th>Low income</th>
<th>High income</th>
<th>Immigrant</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Un-interacted</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>-0.35***</td>
<td>-0.32***</td>
<td>0.44***</td>
<td>-0.26***</td>
<td>0.33***</td>
<td>-0.060***</td>
</tr>
<tr>
<td></td>
<td>(0.0031)</td>
<td>(0.0029)</td>
<td>(0.0043)</td>
<td>(0.0028)</td>
<td>(0.0037)</td>
<td>(0.0028)</td>
</tr>
<tr>
<td><strong>B. School Mean Quartiles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>-0.056***</td>
<td>-0.0064</td>
<td>0.019</td>
<td>0.0068</td>
<td>0.012</td>
<td>0.0028</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.015)</td>
<td>(0.013)</td>
<td>(0.0053)</td>
</tr>
<tr>
<td><strong>C. School Mean Deciles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>-0.054***</td>
<td>-0.014</td>
<td>0.032**</td>
<td>0.0042</td>
<td>0.019</td>
<td>0.0035</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.015)</td>
<td>(0.014)</td>
<td>(0.0055)</td>
</tr>
<tr>
<td><strong>D. School Variance Quartiles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>-0.026*</td>
<td>0.020</td>
<td>-0.018</td>
<td>0.010</td>
<td>-0.0098</td>
<td>0.000071</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.012)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.0047)</td>
</tr>
<tr>
<td><strong>E. School Variance Deciles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>-0.018</td>
<td>0.016</td>
<td>-0.016</td>
<td>0.0088</td>
<td>-0.0061</td>
<td>-0.00092</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.012)</td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.0047)</td>
</tr>
<tr>
<td><strong>F. School Mean quartiles and variance quartiles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>-0.00081</td>
<td>-0.012</td>
<td>0.010</td>
<td>0.0076</td>
<td>0.020</td>
<td>-0.00024</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.013)</td>
<td>(0.013)</td>
<td>(0.015)</td>
<td>(0.013)</td>
<td>(0.0052)</td>
</tr>
</tbody>
</table>

*Note:* This table shows the balance test when the different characteristics of the students were regressed on rank and 50 categories of abilities in various specifications. This table resembles Table 2 in Denning et al. (2020). In panel A, the ability does not interact with school types. Panel B interacts ability with dummies for quartiles of school mean GPA. Panel C interacts ability with deciles of school mean. Panel D and E interact ability with quartiles of school mean and variance, respectively. Panel D interacts ability with 16 dummy variables for school mean and variance.
### Table (3) Linear Results

<table>
<thead>
<tr>
<th></th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Income Rank</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Rank</td>
<td>0.24***</td>
<td>0.27***</td>
<td>0.28***</td>
<td>0.18***</td>
<td>0.17***</td>
<td>0.24***</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.040)</td>
<td>(0.041)</td>
<td>(0.039)</td>
<td>(0.039)</td>
<td>(0.042)</td>
</tr>
<tr>
<td>Effect size (% of mean)</td>
<td>0.48</td>
<td>0.54</td>
<td>0.56</td>
<td>0.35</td>
<td>0.33</td>
<td>0.47</td>
</tr>
<tr>
<td><strong>Income Log</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Rank</td>
<td>0.0077***</td>
<td>0.0082***</td>
<td>0.0082***</td>
<td>0.0057***</td>
<td>0.0052***</td>
<td>0.0074***</td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(0.0017)</td>
<td>(0.0017)</td>
<td>(0.0016)</td>
<td>(0.0017)</td>
<td>(0.0018)</td>
</tr>
<tr>
<td>Effect size (% of mean)</td>
<td>0.10</td>
<td>0.11</td>
<td>0.11</td>
<td>0.076</td>
<td>0.069</td>
<td>0.099</td>
</tr>
<tr>
<td><strong>Years of Schooling</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Rank</td>
<td>0.020***</td>
<td>0.029***</td>
<td>0.032***</td>
<td>0.0062***</td>
<td>0.0043</td>
<td>0.015***</td>
</tr>
<tr>
<td></td>
<td>(0.0027)</td>
<td>(0.0029)</td>
<td>(0.0030)</td>
<td>(0.0028)</td>
<td>(0.0029)</td>
<td>(0.0030)</td>
</tr>
<tr>
<td>Effect size (% of mean)</td>
<td>0.15</td>
<td>0.22</td>
<td>0.24</td>
<td>0.047</td>
<td>0.033</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>Finished Upper Secondary School</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Rank</td>
<td>0.0014**</td>
<td>0.0018***</td>
<td>0.0022***</td>
<td>0.0015***</td>
<td>0.0016***</td>
<td>0.0022***</td>
</tr>
<tr>
<td></td>
<td>(0.00055)</td>
<td>(0.00061)</td>
<td>(0.00062)</td>
<td>(0.00059)</td>
<td>(0.00060)</td>
<td>(0.00063)</td>
</tr>
<tr>
<td>Effect size (% of mean)</td>
<td>0.16</td>
<td>0.21</td>
<td>0.26</td>
<td>0.18</td>
<td>0.18</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>STEM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Rank</td>
<td>0.0058***</td>
<td>0.0063***</td>
<td>0.0063***</td>
<td>0.0029***</td>
<td>0.0028***</td>
<td>0.0039***</td>
</tr>
<tr>
<td></td>
<td>(0.00097)</td>
<td>(0.0011)</td>
<td>(0.0011)</td>
<td>(0.00099)</td>
<td>(0.00099)</td>
<td>(0.0011)</td>
</tr>
<tr>
<td>Effect size (% of mean)</td>
<td>2.60</td>
<td>2.82</td>
<td>2.83</td>
<td>1.31</td>
<td>1.24</td>
<td>1.73</td>
</tr>
<tr>
<td><strong>Vocational track</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Rank</td>
<td>0.0054***</td>
<td>-0.0013</td>
<td>-0.0018</td>
<td>0.0057***</td>
<td>0.0058***</td>
<td>0.0014</td>
</tr>
<tr>
<td></td>
<td>(0.0012)</td>
<td>(0.0013)</td>
<td>(0.0014)</td>
<td>(0.0013)</td>
<td>(0.0013)</td>
<td>(0.0014)</td>
</tr>
<tr>
<td>Effect size (% of mean)</td>
<td>1.44</td>
<td>-0.35</td>
<td>-0.49</td>
<td>1.52</td>
<td>1.55</td>
<td>0.38</td>
</tr>
</tbody>
</table>

**Note:** This table shows the linear effect of students’ ordinal rank on different short- and long-term outcomes. Each row in the table shows the estimates of each outcome on ordinal rank (1–20). All regressions included ability, school-cohort fixed effect, parent income, parent education, gender, and immigration status.
Appendices

A Figures

Figure (A.1) Heterogeneity by Gender

(a) Income, age 30-33
(b) Income Rank age 30-33
(c) Years of Schooling age 33
(d) Finished Upper Secondary school
(e) Attending STEM
(f) Attending Vocational Track

Note: Each dot in the figures shows the estimates of 1–20 school rank with 95% confidence interval for females (grey) and males (black). The 10th rank is the reference point.
Figure (A.2) Heterogeneity by Gender—Gender group

(a) Income, age 30-33  (b) Income Rank, age 30-33

(c) Years of Schooling age 33  (d) Finished Upper Secondary school

(e) Attending STEM  (f) Attending Vocational Track

Note: This figure shows the estimates of girl’s rank among girls (left panel) and estimates of boy’s rank among boys (right panel) for different outcomes.
Figure (A.3) Heterogeneity by Immigration status

(a) Income, age 30-33
(b) Income Rank age 30-33
(c) Years of Schooling age 33
(d) Finished Upper Secondary school
(e) Attending STEM
(f) Attending Vocational Track

Note: Each dot in the figures shows the estimates of 1–20 school rank with 95% confidence interval for immigrant (grey) and Native (black). The 10th rank is the reference point. In all models, dummy variables for 16 types of schools (based on mean and variances) are interacted with the students’ national rank. Gender of the student, parental education, parent income, and school-cohort fixed effect are included in the model.
Figure (A.4) Heterogeneity by Parent’s Income

(a) Income, age 30-33
(b) Income Rank age 30-33
(c) Years of Schooling age 33
(d) Finished Upper Secondary school
(e) Attending STEM
(f) Attending Vocational Track

Note: Each dot in the figures shows the estimates of 1–20 school rank with 95% confidence interval for low income parent (grey) and high-income parent (black). The 10th rank is the reference point. In all models, dummy variables for 16 types of schools (based on mean and variances) are interacted with the students’ national rank. Gender of the students, parental education, parent income, and school-cohort fixed effect are included in the model.
Figure (A.5)  Heterogeneity by Parent’s Education

(a) Income, age 30-33  
(b) Income Rank age 30-33

(c) Years of Schooling age 33  
(d) Finished Upper Secondary school

(e) Attending STEM  
(f) Attending Vocational Track

Note: Each dot in the figures shows the estimates of 1–20 school rank with 95% confidence interval for low-educated parent (grey) and high-educated parent (black). The 10th rank is the reference point. In all models, dummy variables for 16 types of schools (based on mean and variances) are interacted with the students’ national rank. Gender of the students, parental education, parent income, and school-cohort fixed effect are included in the model.
Figure (A.6) Robustness check– school size

(a) Income, age 30-33

(b) Income Rank age 30-33

(c) Years of Schooling age 33

(d) Finished Upper Secondary school

(e) Attending STEM

(f) Attending Vocational Track

Note: Each dot in the figures shows the estimates of 1–20 school rank with 95% confidence interval for the small school (grey) and big school (black). Small (big) schools are defined if the school has less (more) than 120 students. The 10th rank is the reference point. In all models, dummy variables for 16 types of schools (based on mean and variances) are interacted with the student’s national rank. Gender of the students, parental education, parent income, immigration status and school-cohort fixed effect are included in the model.
Figure (A.7) Robustness check—other grades

(a) Income, age 30-33  
(b) Income Rank age 30-33

(c) Years of Schooling age 33  
(d) Finished Upper Secondary school

(e) Attending STEM  
(f) Attending Vocational Track

Note: Each dot in the figures shows the estimates of 1–20 school rank with 95% confidence interval. The main specification is similar to the result in Figure 6. The grey dots showed the estimates when Swedish, Mathematics, and English are added to the main model. The 10th rank is the reference point. In all models, dummy variables for 16 types of schools (based on mean and variances) are interacted with the students’ national rank. Gender of the students, parental education, parent income, and school-cohort fixed effect are included in the model.
B  Data description

This section explains the data used in this study. First, the information about how each variable was constructed is provided, followed by detailed descriptive statistics (Table B.1 and Table B.2).

B.1  Data description and variable definitions

B.1.1  GPA, ability, school rank, and school types

- Final grades from grade nine, GPA:
  Students were graded on a 5-point scale. The grade point average (GPA) is defined as the average of the subject grades, ranging from 1 to 5. The GPA is recoded with one decimal in the registry and is provided at a 50-level range, from 1–50.

- Swedish and Mathematics:
  The final grade for mathematics, Swedish and English, from 1–5.

- School code:
  Identifier of the schools, each school has one unique code.

- School rank among girls:
  Sorting each female student in her female cohort and school and grouped in 20 equal groups, each group contains 5% of female students in school-cohort.

- School Rank among boys:
  Sorting each male student in his male cohort and school and grouped in 20 equal groups, each group contains 5% of male students in school cohort.

- Country Rank (ability):
  Sorting each student on GPA among his or her cohort and grouped in 50 groups. The groups are not of equal size.
• School type based on GPA mean:
  To calculate this variable, the average of the school GPA is calculated. Then
  schools were sorted based on the mean from the lowest to the highest in 4 and 10
  groups.

• School type based on GPA variances:
  To construct these variables, first the average of the school GPA variance was
  calculated. Then schools were sorted based on the variances from the lowest to
  the highest in 4 and 10 groups.

• School size:
  The number of the students in each school and year indicate the school size.

B.1.2 Students outcomes:

• Students’ years of educations:
  To build students years of education, the students were followed until the age
  of 33 and the years of education were calculated based on the highest level of
  completed education. This is based on the latest degree (finished study) at the age
  of 33.

• Students’ earned income:
  The average yearly earned income of the students between age 30 and 33. The
  analysis used the log of this variable.

• Students income rank:
  I used student income rank for students when they were between 30 and 33 years
  old. To find the income rank, the income for all students in the same cohort were
  ranked from lowest to the highest and grouped in 100 ranks. The percentile rank
  for the students was averaged between age 30 and 33.
Students study track:
After finishing grade nine, students could choose to attend different tracks, which are categorized as vocational, academic, or preparatory. The preparatory track normally consists of a year of studies aimed at preparing the student to enter a regular vocational or academic track, and it is for students who lack sufficient qualifications (have too low grades) after grade nine. Each of the vocational and academic tracks is divided into sub-tracks. The vocational track includes a sub-track related to industry and technology, health and childcare, and business and administration, and the science track consists of sub-tracks related to STEM, social sciences, and the arts.

B.1.3 Students demographic characteristics:

- Female:
  A dummy variable is equal to one if the students is female, and zero otherwise.

- Immigration:
  A dummy variable is equal to one if the student is born outside Sweden, and zero if the student is born in Sweden.

- Immigration year:
  A set of dummy variables indicate the age of immigration to Sweden.

- Immigrant studying Swedish as a second language:
  A dummy variable of one is used if an immigrant student was taking the course “Swedish as second language” and zero otherwise. This indicator is highly correlated with the “immigration year” as students who immigrated later in life more often attend this course.

- Students year and month of birth:
  Dummy variables indicate each student’s month and year of birth.
B.1.4 Family characteristics

- Parents years of education:
  The mother’s and father’s years of education when students were in grade nine. The variables are based on the highest level of completed education.

- Parents income:
  The mother’s and father’s incomes were measured when the students were in grade nine. Their incomes were summed and sorted from the lowest to the highest. Four dummies indicating the lowest (Q1) to the highest (Q4) income level were used.

B.2 Data sources

The data were obtained from registers from Statistics Sweden, for example Inkomst- och taxeringsregistret (IoT); hogskoleregistret (HR); Skolverkets elevregister (SE). Table B.3 shows the years that data were collected, the age of the students at the time of the variable used, and the data sources.
<table>
<thead>
<tr>
<th>GPA, Rank and ability</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>Obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPA</td>
<td>3.22</td>
<td>0.70</td>
<td>1.00</td>
<td>5.00</td>
<td>794076</td>
</tr>
<tr>
<td>English (advance)</td>
<td>2.99</td>
<td>0.90</td>
<td>1.00</td>
<td>5.00</td>
<td>211072</td>
</tr>
<tr>
<td>English</td>
<td>3.32</td>
<td>0.87</td>
<td>1.00</td>
<td>5.00</td>
<td>536233</td>
</tr>
<tr>
<td>Mathematics (advance)</td>
<td>3.00</td>
<td>0.95</td>
<td>1.00</td>
<td>5.00</td>
<td>309044</td>
</tr>
<tr>
<td>Mathematics</td>
<td>3.26</td>
<td>0.90</td>
<td>1.00</td>
<td>5.00</td>
<td>445494</td>
</tr>
<tr>
<td>Swedish</td>
<td>3.19</td>
<td>0.90</td>
<td>1.00</td>
<td>5.00</td>
<td>770575</td>
</tr>
<tr>
<td>Outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic track</td>
<td>0.57</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
<td>276062</td>
</tr>
<tr>
<td>Social science</td>
<td>0.05</td>
<td>0.22</td>
<td>0.00</td>
<td>1.00</td>
<td>276062</td>
</tr>
<tr>
<td>STEM</td>
<td>0.22</td>
<td>0.42</td>
<td>0.00</td>
<td>1.00</td>
<td>276062</td>
</tr>
<tr>
<td>Vocational Track</td>
<td>0.37</td>
<td>0.48</td>
<td>0.00</td>
<td>1.00</td>
<td>276062</td>
</tr>
<tr>
<td>Vocational Track Technology</td>
<td>0.17</td>
<td>0.38</td>
<td>0.00</td>
<td>1.00</td>
<td>276062</td>
</tr>
<tr>
<td>Vocational Track Health Care</td>
<td>0.10</td>
<td>0.30</td>
<td>0.00</td>
<td>1.00</td>
<td>276062</td>
</tr>
<tr>
<td>Vocational Track Trade</td>
<td>0.10</td>
<td>0.30</td>
<td>0.00</td>
<td>1.00</td>
<td>276062</td>
</tr>
<tr>
<td>Income</td>
<td>7.65</td>
<td>1.00</td>
<td>0.00</td>
<td>12.27</td>
<td>684328</td>
</tr>
<tr>
<td>Years of Schooling</td>
<td>13.14</td>
<td>2.17</td>
<td>7.00</td>
<td>20.00</td>
<td>756340</td>
</tr>
<tr>
<td>Finished USS</td>
<td>86.09</td>
<td>34.60</td>
<td>0.00</td>
<td>100.00</td>
<td>794076</td>
</tr>
<tr>
<td>Controls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female share</td>
<td>48.87</td>
<td>49.99</td>
<td>0.00</td>
<td>100.00</td>
<td>794076</td>
</tr>
<tr>
<td>Father income log</td>
<td>8.92</td>
<td>2.18</td>
<td>0.00</td>
<td>14.23</td>
<td>754112</td>
</tr>
<tr>
<td>Mother income log</td>
<td>8.56</td>
<td>2.14</td>
<td>0.00</td>
<td>13.06</td>
<td>727636</td>
</tr>
<tr>
<td>Father years of education</td>
<td>11.23</td>
<td>2.86</td>
<td>7.00</td>
<td>20.00</td>
<td>726405</td>
</tr>
<tr>
<td>Mother years of education</td>
<td>11.32</td>
<td>2.54</td>
<td>7.00</td>
<td>20.00</td>
<td>757699</td>
</tr>
<tr>
<td>Parent income Q1</td>
<td>19940.25</td>
<td>28324.35</td>
<td>0.00</td>
<td>106991.40</td>
<td>193395</td>
</tr>
<tr>
<td>Parent income Q2</td>
<td>47236.09</td>
<td>50784.44</td>
<td>1739.00</td>
<td>157236.00</td>
<td>193392</td>
</tr>
<tr>
<td>Parent income Q3</td>
<td>62938.19</td>
<td>66818.10</td>
<td>2712.80</td>
<td>199728.81</td>
<td>193390</td>
</tr>
<tr>
<td>Parent income Q4</td>
<td>90613.31</td>
<td>100444.99</td>
<td>3512.20</td>
<td>1550109.00</td>
<td>193392</td>
</tr>
<tr>
<td>Parent Education Q1</td>
<td>17.11</td>
<td>1.76</td>
<td>14.00</td>
<td>20.00</td>
<td>181642</td>
</tr>
<tr>
<td>Parent Education Q2</td>
<td>20.91</td>
<td>0.88</td>
<td>19.00</td>
<td>22.00</td>
<td>174572</td>
</tr>
<tr>
<td>Parent Education Q3</td>
<td>23.55</td>
<td>1.12</td>
<td>22.00</td>
<td>26.00</td>
<td>175557</td>
</tr>
<tr>
<td>Parent Education Q4</td>
<td>28.97</td>
<td>2.59</td>
<td>26.00</td>
<td>40.00</td>
<td>176264</td>
</tr>
<tr>
<td>Number of students in each school</td>
<td>121.83</td>
<td>40.30</td>
<td>1.00</td>
<td>296.00</td>
<td>794076</td>
</tr>
<tr>
<td>Number of students in each rank</td>
<td>6.09</td>
<td>2.01</td>
<td>0.05</td>
<td>14.80</td>
<td>794076</td>
</tr>
</tbody>
</table>

*Note:* This table contains detail descriptive statistics of the variable used in the study. It covers all students in compulsory school for the period 1990–1997.
Table (B.2) Descriptive statistics—School types

<table>
<thead>
<tr>
<th>School Mean</th>
<th>School SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Quartile 1</td>
<td>3.08</td>
</tr>
<tr>
<td>Quartile 2</td>
<td>3.17</td>
</tr>
<tr>
<td>Quartile 3</td>
<td>3.23</td>
</tr>
<tr>
<td>Quartile 4</td>
<td>3.38</td>
</tr>
<tr>
<td>Decile 1</td>
<td>3.03</td>
</tr>
<tr>
<td>Decile 2</td>
<td>3.11</td>
</tr>
<tr>
<td>Decile 3</td>
<td>3.14</td>
</tr>
<tr>
<td>Decile 4</td>
<td>3.16</td>
</tr>
<tr>
<td>Decile 5</td>
<td>3.19</td>
</tr>
<tr>
<td>Decile 6</td>
<td>3.21</td>
</tr>
<tr>
<td>Decile 7</td>
<td>3.24</td>
</tr>
<tr>
<td>Decile 8</td>
<td>3.27</td>
</tr>
<tr>
<td>Decile 9</td>
<td>3.33</td>
</tr>
<tr>
<td>Decile 10</td>
<td>3.48</td>
</tr>
</tbody>
</table>

*Note:* This table reports descriptive statistics of the school-level data for the period 1990–1997. School's were categorized based on GPA mean (left panel) and GPA variances (right panel). The mean and the variance are sorted in quartile and decile.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Year</th>
<th>Age of students</th>
<th>Register</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GPA, Rank and ability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPA</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>Swedish 9th grade</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>Math 9th grade (advanced)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>Math 9th grade (not advanced)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>English 9th grade (advanced)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>English 9th grade (not advanced)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>Rank in school (all)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>Rank in school (only girls)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>Rank in school (only boys)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>Rank in country (all)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td><strong>Outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STEM</td>
<td>1995-1997</td>
<td>15/16</td>
<td>HR</td>
</tr>
<tr>
<td>Vocational</td>
<td>1995-1997</td>
<td>15/16</td>
<td>HR</td>
</tr>
<tr>
<td>Years of education</td>
<td>2007-2014</td>
<td>33</td>
<td>SUN</td>
</tr>
<tr>
<td>Log income</td>
<td>2004-2014</td>
<td>30-33</td>
<td>IoT</td>
</tr>
<tr>
<td>Income rank</td>
<td>2004-2014</td>
<td>30-33</td>
<td>IoT</td>
</tr>
<tr>
<td><strong>Control Variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>—</td>
<td>—</td>
<td>IoT</td>
</tr>
<tr>
<td>Immigration</td>
<td></td>
<td></td>
<td>IoT</td>
</tr>
<tr>
<td>Year of birth</td>
<td>1974-1981</td>
<td>0</td>
<td>IoT</td>
</tr>
<tr>
<td>Month of birth</td>
<td>1974-1981</td>
<td>0</td>
<td>IoT</td>
</tr>
<tr>
<td>Mother level of edu (4 level)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SUN</td>
</tr>
<tr>
<td>Father level of edu (4 level)</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SUN</td>
</tr>
<tr>
<td>Mother years of edu</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SUN</td>
</tr>
<tr>
<td>Mother years of edu</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SUN</td>
</tr>
<tr>
<td>Parental household income 4 quantiles</td>
<td>1990-1997</td>
<td>15/16</td>
<td>IoT</td>
</tr>
<tr>
<td>School dummies</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>School size</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
<tr>
<td>School type</td>
<td>1990-1997</td>
<td>15/16</td>
<td>SE</td>
</tr>
</tbody>
</table>

Note: This table reports the years that data were collected, the age of the students at the time of the variable used, and the data sources.
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1 Introduction

Because high-quality education is perceived as vital to a country’s success, children spend a considerable amount of their time in school. Therefore, how much time is allocated to specific subjects needs careful consideration. Recently, research has focused on how increasing time spent on specific subjects (often focusing on STEM-related topics) affects students’ future employment and earnings (Kirkeboen et al. 2016, Dahl et al. 2020). Little attention, however, has been given to who should decide how to allocate the instruction time across subjects. That is, should subject-specific timetables be determined and regulated by the central government and therefore be homogeneous across schools or should each school decide how to allocate the teaching time between subjects?

A school-level schedule solution has the potential advantage of enabling schools to adjust their subject-specific teaching time to the local students’ needs because schools have more relevant and detailed information about their students (Hanushek et al. 2011). However, a school-based timetable increases each school’s workload and administrative activities as teachers and principals need to determine the timetable (Zabojnik 2002). In addition, there is a risk that inequality will increase when the central government provides fewer regulatory guidelines as some schools might not be qualified to make decisions about timetables (Lundahl 2002b).

Few empirical studies have addressed this question. Hanushek et al. (2011) use panel data from 42 countries observed annually for 10 years and investigate the effect of increased school autonomy on student outcomes. Fuchs & Wöbmann (2007) use the PISA database to examine the effect of school autonomy on student performance. They found that school autonomy concerning managing personnel, teachers’ decisions, and textbooks positively affects student outcomes. However, school autonomy has adverse effects in areas with a strong potential for opportunistic behavior, such as forming a school budget.
This study evaluates a Swedish policy that transferred the decision-making authority over time allocation across subjects from the national to the school level. The experiment took place in 900 of Sweden’s approximately 3000 primary and lower secondary schools in the early 2000s. The central government implemented the experiment to evaluate the effects of allowing schools to allocate total teaching time across subjects. Several studies on the reform implementation were carried out in connection with the trial; these findings are reviewed in section 2.3. However, no comprehensive evaluation has been performed on the long-term impact of using extensive microdata on students, a gap in knowledge this study fills.

This study evaluates the impact that timetable reforms had on the short-term outcomes for grade 9 students—specifically, the probability of entering a STEM field, the probability of graduating from high school, and years of completed education at the age of 25. Here, we study the average effect on the students in the participating schools and estimate the impact separately for students from different socioeconomic statuses (SES). This is essential for determining whether the policy decreased the inequality in the system by primarily benefiting low-achieving students or whether it was more beneficial for already high-achieving groups and therefore increased educational inequality.

The reform was implemented in two steps. First, municipalities applied to participate. Second, the schools in the selected municipalities decided whether to participate. Because the municipalities and schools were not randomly selected (i.e., they were self-selected), participation can be correlated with both school and municipality-specific characteristics. This analysis is based on a Differences-in-Differences design (DiD) that included school and year fixed effects, which were constant for all time-invariant school characteristics and controlled for yearly national shocks. Furthermore, the preferred specification includes local labor market by year fixed effects to control for regional changes across time. In addition, the specification includes additional covariates that influence factors such as gender of the students, parental education and income, student
birth month, and student immigration status.

DiD estimates the causal effects of the reform under the assumption that the included covariates and fixed effects sufficiently control for school and municipality level factors that are correlated with the treatment. This assumption is supported by the fact that I found no violation of parallel trends in any of the studies' outcomes in the pre-treatment period when the preferred specification is used.

The results of my evaluation suggest that the school-based timetable on average had no impact on student outcomes. This finding holds both for subject-specific grades and other more long-term outcomes but is in contrast to the positive results reported by earlier government reports and other qualitative studies about this reform. I argue that one crucial aspect of analyzing the reform is to consider the differences between municipalities that applied the reform.

I also checked whether the effect is heterogeneous in three levels: student characteristics, school size, and geographical area. In terms of the students' background characteristics, I found the reform impacted the probability of attending STEM fields in university among students with low parental income and education. The reform-effect also varied based on school size—i.e., there is a tendency of positive effects in larger schools. Furthermore, the reform positively affected years of education, the probability of finishing upper secondary school, and finishing STEM fields at universities in large cities, whereas the effect is zero for these outcomes in urban areas. Moreover, two robustness checks—one based on dividing the control group into two alternative control groups and one based on using matching technique to define the control group—produced similar results.

This study makes several contributions to the literature. First, this is the first large-scale microdata study that looks at school autonomy regarding the use of timetables. Second, the policy was implemented as a quasi-experimental scheme where only some municipalities could participate. That is, this study controlled for many potential con-
founding factors, moving closer to the causal effect of interest. Third, this study delivers novel evidence on various outcomes that can be impacted by decentralization policy. In contrast, most of the existing evaluations of decentralization policies are only focused on achieved grades. Fourth, this study focuses on the average effects and investigates heterogeneity in the school-based timetable’s development across students’ gender, students’ immigration status, parental income and parental education. Finally, this study’s sample sizes are likely large enough to estimate the potential effects of the policy precisely.

The rest of the paper is organized as follows. The next section describes how the timetable reform was implemented. Section 3 presents the data, and section 4 presents the empirical strategy. In section 5, I check the validity of the empirical strategy. The results are presented in section 6. Section 7 contains the robustness check, and section 8 presents the conclusions.

2 The Swedish time schedule pilot project

2.1 The content and background of the reform

The timetable reform under study in this paper was implemented in the context of increased decentralization of the Swedish public sector. The reform was preceded by three main decentralization reforms of the education system (Åsa Ahlin & Mörk 2008). In 1991, the responsibility for compulsory schools was shifted from the national level to the municipality level. In 1993, the grant structure changed; municipalities were paid a general grant rather than a target-based grant, so the municipalities had more flexibility in how to spend the grant money. Finally, in 1996, the wage-setting decision was shifted from central negotiation to school managers and municipalities. These reforms meant that Sweden went from being regarded as having one of the most centralized education systems among the OECD countries in 1990 to having one of the most decentralized
At the end of the 1990s, the Swedish government decided to go one step further and implement a pilot project where some schools would be given the authority to shape the timetable. Under the existing system, the timetable was determined centrally by the Ministry of Education, although schools were free to decide about some dimensions. The schools participating in the pilot project were given expanded decision power over the timetable and were free to schedule the time allocated to different subjects. The sole restriction was that the total instruction time needed to reach the minimum specified hours SOU2005:101 2005.

The project was based on a government report published in 1997 (SOU 1997:121), which proposed running a pilot project where a set of schools would be allowed to depart from the national schedule. The project’s primary motivation was that a strict schedule was not compatible with the goal-based grading system implemented in 1998 for the compulsory education system nor with the goal-based grading system implemented in 1994 for the upper secondary education system. It was argued that merely participating in a class for a particular duration does not necessarily mean that students learn a subject deeply or broadly. It was also argued that schools needed more freedom to decide how the total teaching time was to be allocated between subjects to encourage the use of this new, more goal-oriented education system. The hope was that the pilot project would yield valuable information and experiences that could help determine whether a decentralized timetable system should be implemented for all schools in the country.

### 2.2 Selection of participating municipalities and schools

The government proposition to run the policy experiment was approved by the Parliament on November 3, 1999. The policy was implemented in two steps. First, the Ministry of Education invited all municipalities to apply for participation in the experiment. Of the country’s 289 municipalities, 79 applied; of these, 70 were selected to
participate. Second, these selected municipalities were allowed to decide which schools would participate in the experiment. It was basically up to the municipality to choose which schools were to be involved. Some municipalities selected all their schools, and some municipalities selected only a few of their schools (Figure A.1).

Although it is not known how the school-level decisions to participate were made in the 70 participant municipalities, a study by Rönberg 2007b sheds light on this process in 16 of the municipalities. The majority of school leaders surveyed in the study emphasized that schools were selected based on their willingness—i.e., schools that volunteered were chosen to participate. However, there are three exceptions to the voluntary notification procedure for schools. In these three municipalities, either all schools participated or the municipality specifically selected schools for participation without sending a general request to every school. In total, 183 schools (20% of the students) participated in the pilot experiment in these 16 municipalities.

In the municipalities that allowed the schools to decide whether to participate in the experiment, several reasons for participating were documented—e.g., to increase individualized learning, to increase interdisciplinary work, to support a more comprehensive and overall view of learning, to develop new methods of instruction and learning, and to increase students’ interests and responsibility. The main aim was to increase students’ opportunities to plan their own work and let the content of the work control the planning of the day. For these municipalities and schools, the timetable represented a time constraint that was inconsistent with a goal-driven and results-driven system.

2.3 How did the participating schools implement the pilot policy?

There is no comprehensive, centrally available information about how all the schools that participated in the pilot project changed the timetable and other related aspects. However, a relatively large number of studies were carried out in relation to the implementation of the policy experiment, and this section reports what we know about the
implementation in some of the participating schools based on these studies (see Barrios-
2005 Lundahl 2002a, Lundahl 2002b ). These were primarily written between 2000
and 2007, and some of them were part of the project Schools Without National Time
Schedule (Skola Utan National Timplan, SKU).

In some schools, teachers would meet with one student at a time to discuss what
activities would best meet the student’s needs and interests. These meetings were in-
tended to help students work in a more goal-oriented and independent manner. Often,
students had a mentor or supervisor and the schools planned and recorded the students’
weekly work in logbooks or planning books that a parent was required to sign. Planning
time became a natural part of the schedule, and students, with the help of their teachers,
often created their own individual development plans. In addition, some schools also
allocated more time to interdisciplinary sessions.

Most schools stated that they developed their work teams extensively, that the work
teams gained greater authority and independence, and that the work teams engaged in
further pedagogical discussions. Another clear tendency was to increase physical activ-
ity. Several schools created profile classes where some subjects or subject areas were
given increased time, such as sports, culture, media, languages, and mathematics. Sev-
eral schools stated that they used a flexible starting time in the morning and ending
time in the afternoon and that this contributed to a calmer environment. In addition,
the reports often noted age-integrated teaching, more extended coherent teaching ses-
sions without interruptions, level groups, and help with homework in the afternoons
(Skolornas arbetssätt; SOU 2005:101).

Of the participating schools in 16 municipalities, just over half (57%) of the 55
principal said that participation in the pilot program meant that the time distribution
changed to a large or considerable extent at their school, but about 40% said that the
changes were small in both these aspects (Rönnberg 2007b). Unlike the principals, the ten surveyed teachers’ association representatives believed the pilot policy did not result in any significant changes: eight representatives marked the changes as marginal and noted that the changes mainly concerned redistribution of subject-specific time of student’s own work sessions (stugtid). A longitudinal study of three schools complemented the description that changes mainly related to modified working methods and only slightly to rearrangements of subjects and students (Lundahl 2005).

Based on interviews with students and teachers, Elmeroth et al. (2005), looking at how participant schools reallocated the time, found that the timetable pilot may have had a different impact on different subjects. In several of the studied experimental schools, the school day was divided into subject time, individual time, and common time. Both students and teachers believed that Social Studies, Swedish, and Swedish as a Second Language had benefited from the experimental set up. In these subjects, the knowledge goals were perceived as evident—i.e., it was easy for students to continue with the tasks in these subjects during their individual study time. The teachers in science subjects, however, were concerned that the skills learned risked being superficial as the time for these subjects was perceived as scarce and insufficient for conducting demonstrations, experiments, and laboratory work. For the language subjects, the difficulties depended partly on the limited ability to perform verbal exercises during the specific time and other teachers’ lack of knowledge of different languages. The latter becomes a problem when students need help with languages during sessions led by teachers who do not know these languages (Elmeroth et al. 2005). Alm (2003) points out that mentor time has established itself in the trial schools for grades 7–9, and students generally call for more trusting relationships with their teachers (Skolornas arbetssätt; SOU 2005:101).

In sum, the pilot project seems to have induced schools to implement more individualized and student-led sessions, where students work individually according to their plans and progressions, but less time was devoted to specific subjects. However, it is
difficult to know if these changes will be viewed as substantive or marginal and to what extent the experiences of the schools surveyed in the above studies are generalizable to all 900 participating schools.

3 Data

The study is based on panel data covering all grade 9 students in Sweden from 1990 to 2010. These data encompass students born between 1975 and 1998 as students start grade 9 at age 15 and include almost 100,000 students yearly. All observations with missing information on student background characteristics (about 4%) were dropped from the analysis. This section describes the three categories of variables used in the regression analysis: the treatment variables, the outcome variables, and the control variables.

3.1 The treatment variables

Two alternative treatment variables were used in the main regression. The first is defined as a simple dummy variable for cohorts who attended grade 9 in a treated school and in post-treatment years. This treatment variable captures the policy experiment’s extensive marginal effect on the outcomes. The second treatment variable captures the treatment’s linear effects and is defined as the number of years each student can be assumed to have studied in the treated schools and post-treatment. This variable is between 0–9: 0 for control groups and 9 for students exposed to the reform for 9 years. This treatment variable captures the intensive marginal effect of the treatment. A three-level indicator of the treatment variable is also defined to test the reform’s dose-related non-linear effect. This indicator takes a value of one if a student is assumed to have been treated between 1 and 3 years after compulsory school (grades 1–9), the indicator takes a value of two

---

1Some students may start school early or late and therefore be a bit younger or older
if the student is assumed to have been treated between 4 and 6 years after compulsory
school, and the indicator takes a value of three if the student is assumed to have been
treated between 7 and 9 years after compulsory school.

Since the data used for this study only provide links between schools and students
measured at the end of grade 9 (i.e., the end of compulsory education), the treatment
intensity variables are based on the school that the student attended in grade 9 in com-
bination with school-level information on what grades are offered by the school. For
example, a student who finished grade 9 in school A in 2009 is assumed to have been
subject to six years of treatment if school A offered grades 4–9 but not grades 1–3. In
other words, for such cases, I assume that the school that the student attended in grades
1–3 was not a treated school. That is, some error in this variable is likely because the
student may not have attended school A throughout grades 4–8 and because the 1–3
grade school that the student attended may have been treated. Therefore, the treatment
effect will either be downward or upward biased, depending on what is more prevalent.

Although the intensive treatment variable has this flaw, I still find it valuable to use
this variable to approximate the impact of treatment duration on the effects. Columns
4, 5, and 6 of Table B.9 in the Appendix show the number of students who belong to
these treatment groups each year. According to the simple treatment dummy variable,
almost 18% of the students were in the treated group. Of these, 50% were exposed to the
treatment for fewer than 3 years, 26% for 4 to 6 years, and 23% for more than 7 years.
The distribution of the affected students across municipalities is shown in Figure A.2,
where municipalities are shaded according to the share of students who attended schools
that participated in the pilot project. There is a high variation between municipalities
in this group. For example, in Enköping and Sundbyberg, almost all students were
involved in the experiments (dark blue), whereas in Västerås no more than 10% of the
students were exposed to the reform.
3.2 Outcome variables

A school-specific timetable could affect students’ academic outcomes in the short term since schools could allocate more time to certain subjects or help students in private sessions. This might affect student grades and graduation rates, the study track students attend in upper secondary education, and how long students continue studying. Six dependent variables were used.

First, the immediate effect on students’ school results was measured using the final grades awarded for grade 9. We studied the impact on the final grades in different subjects and the grade point average (GPA). Since the grading system changed in 1998, which resulted in a substantial change in the GPA distribution, the outcome measure is defined as the student’s percentile rank in the cohort as this generates an arguably more consistent measure over time than a standardized measure. To construct this variable, all students in the same cohort were sorted from the lowest to the highest GPA and were clustered in 100 equal-sized bins. The subject-specific grades for mathematics, Swedish, and English were used in two forms: receiving a passing grade and receiving a high grade. A passing grade means students did not fail the course. A high grade means the students passed with distinction (VG) or passed with special distinction (MVG). The sample was restricted to 1998 and onwards for these variables as this was when the new grading system was introduced.

The second outcome variable is the student’s percentile rank at the last year of upper secondary school. This was constructed in the same manner as the corresponding grade 9 measure. In Sweden, students select their track after finishing compulsory school (i.e., after grade 9). The selection is based on their grade 9 GPA, given their track choices. It is important to consider that the GPA in different study tracks is not comparable since GPA is measured as the mean value of 16 subjects.

Before 1998, five levels in each subject from 1 to 5 (1 is the lowest and 5 is the highest). After 1998, the grading system became “goal-based”–i.e., the evaluation was based on pre-specified goals defined for each topic, and students were graded on a 4-level scale, with the lowest being a “Fail” grade.
each track in upper secondary school covers different subjects, so it is vital to control for the track when upper secondary GPA is used as an outcome.\textsuperscript{4} We need to consider that the study track is potentially an outcome variable affected by the treatment, so it is a “bad control”. Nevertheless, I chose to present results from a specification that includes dummy variables for the tracks of attendance, because not controlling the track leads to an omitted variable bias. Interpretation of the results from this specification should be made while keeping in mind that the specification includes “bad controls” and therefore may be biased.

The third outcome variable is a dummy variable, which indicates whether students attended an academic STEM track\textsuperscript{5} in the first year of upper secondary school. This variable, however, only shows if a student was accepted, not whether a student finished the track. The students’ upper secondary track information is only available after 1995.

The fourth and fifth dependent variables are the outcomes that include years of education and a dummy variable, which indicates if a student finished upper secondary school. These two outcomes are measured when students are 25 years old and include all students who attended grade 9 between 1990 and 2007. The period is restricted to 2007 because the last year of the outcome data is 2016, when most of the students who finished grade 9 in 2007 were 25 years old.

The last outcome is a dummy variable that indicates whether the student attended and finished the STEM field in the university. This outcome is measured when most of the students were 28 years old. This age is not a perfect age to measure the university field of study in Sweden as some students attend university at older ages but still indicate finishing the STEM field at university.

\textsuperscript{4}There are several options that students can attend in upper secondary schools. They can choose among various academic tracks that prepare for university studies or they can choose from several vocational options that prepare students for occupations in for example nursing and industry. Vocational studies can also be followed by higher vocational studies or some university/college training. Students who are not qualified to enter upper secondary school based on the grade 9 grades can take a preparatory year.

\textsuperscript{5}This is defined as attending the Science or the Technical Science tracks in the fall of grade 9.
3.3 Control variables

Several control variables that are likely relevant for the outcomes are included in the model. These controls are student’s gender, age, immigration status and parental income and education. All student’s background characteristics were measured when the students finished grade 9. Empirical and theoretical studies have shown that these variables are highly correlated with educational outcomes in Sweden. I also controlled for the age of the students using the month and year of the birth of the students.

3.4 Local Labor Markets (LLMs)

In the next section, I discuss the importance of controlling for the differences between different geographical areas since the overall environment of these areas changed significantly during the study period. Two variables were used to control these differences: the Local Labor Markets (LLMs) and the number of the private schools in the municipalities.

Statistics Sweden defines LLMs based on the observed commuting patterns across municipalities. Each LLM is supposed to be independent of the outside supply and demand for labor. Therefore, LLMs change over time based on the commuting distance of the labor market. At the beginning of the study period (1990), there were 112 LLMs. By the last year of the study period (2010), there were only 74 LLMs. To use a consistent definition, I use the number of LLMs in 1999, which was 90. The share of the private primary schools in each municipality is also used to capture municipality differences. This variable defines the share of students who attended the private schools in each year and each municipality.

---

\footnote{This means that we assume that the treatment itself did not affect these covariates. Given the nature of the covariates (measuring either students’ characteristics such as age and gender or the parental education level and income), this seems like a fairly innocuous assumption.}
4 Empirical Strategy

To identify the policy’s causal effect separately from potential confounding factors such as the quality of schools and unobserved parental and student background variables, I use a Differences-in-Differences (DiD) estimation strategy. This model allowed me to control for fixed unobserved variables that could be correlated with the policy and educational outcomes.

The DiD equation for estimating the average treatment effect of the reform is:

\[ y_{ist} = \alpha + \beta_0 \text{Treat}_{st} + \gamma X_{ist} + T_t + S_s + LLM * T_t + P_m + \beta_b Tr_{sb} + \epsilon_{ist} \]  

(1)

\( y_{ist} \) are the outcomes of student \( i \) in school \( s \) at time \( t \). \( \text{Treat}_{st} \) is a treatment variable, defined as one for students who attend a treated school in a post-treatment year and zero. \( S_s \) is a school-fixed effect that controls for permanent school characteristics that can affect educational outcomes. \( T_t \) is year fixed effects handle time-changing factors that influence outcomes in the whole country at the same time, for example, nation-wide education policies. \( X_{ist} \) is set of student’s characteristics such as gender, immigration background, parents’ education, and parents’ income. \( \epsilon_{ist} \) is an error term.

Previous literature shows that the educational outcomes in Sweden are different across regions. The descriptive statistic in the next section for the selected and non-selected municipalities also shows that the characteristics between these municipalities are different from the beginning. Although the fixed effect of the school controls for the fixed school differences, there is a concern that there is a difference in the regional trend that may confound the estimated treatment effect. This might lead to failure of the parallel trend assumption. To capture local trends during the study period, the LLM-year fixed effects were added to the model. There were 90 LLM in Sweden in 19997, so 1800 dummy variables (90 labor market area * 20 years) were used. To further control

7The definition of the LLMs has changed slightly over the time. To have a balanced definition of LLM, I used the definition in 1999 for all years.
for differences across municipalities, the share of private primary schools each year ($P_m$) in the municipalities was also added.

To get a quick indication of whether the parallel trends’ assumption behind the DiD estimation holds for each outcome variable, a placebo pre-treatment dummy ($Tr_{sb}$) was added to the regression equation. This variable is defined as one for students graduating from a treated school (i.e., a school that will eventually be treated) in the first half of the pre-treatment period, 1990–94, and is zero otherwise. \(^8\) Non-zero $\beta_b$ estimates suggest that the outcomes of the treated and untreated groups of students develop differently before the reform and therefore suggest that the assumptions of the DID specification are not fulfilled. Non-significant estimates, on the other hand, indicate that the specification is valid. The placebo coefficient is reported in all baseline results in the result section.

The parameter of interest is $\beta_0$, which captures the average effect of the policy on the treated group. Although the $\beta_0$ estimator captures the impact of attending a school that participated in the timetable reform in a year when the reform was in place, we lack comprehensive and precise information about how the participating schools implemented the reform (section 2.3). Thus, I was not able to tell if any estimated impact is due to any particular component of the reform, for example, if some particular change to the schedule was more or less beneficial to students. I will, however, discuss the results concerning the partial information on the reform available from the studies carried out in relation to its implementation (section 2.3).

As explained in the previous sections, we use both the simple treatment dummy variable (0 and 1) and the exposure treatment variables (0–9). In addition to the average treatment equation above, several heterogeneity regressions are estimated by running the model separately for subsets of students to test whether the effect differs across the

\(^8\)This means that the reference period is 1995–1999, and both the placebo coefficient and the treatment effect are estimated in relation to this period.

\(^9\)One of the studied outcomes—i.e., the likelihood to enroll in a STEM track in the first grade of upper secondary school—had no observations prior to 1995, which means that the placebo estimate is omitted from the estimation for this outcome.
groups of students.

5 Empirical strategy validity

The DiD model assumes the outcome variables in the control and treatment groups follow parallel trends in the absence of the treatment. This assumption cannot be tested formally as the counterfactual of “no treatment” for the treated group in the treatment period cannot be observed. However, an informal way to evaluate the likelihood of this assumption is to study whether the pre-treatment period trends are parallel—i.e., determining whether the differences in school outcomes between the control and treated groups are constant overtime before introducing the reform. In addition, the DiD model assumes that no other changes were implemented at the time of policy implementation that would confound the estimation of the reform effects. To test if this assumption, balance checks were performed to see if the treatment control group was balanced. In other words, both the treated municipalities and the control group needed to implement further reforms in 2000. This section provides a detailed evaluation of the assumptions underlying the DID equation.

5.1 Reform selection process

The treatment selection process for this pilot project needs to be considered when evaluating the more likely threats to the validity of the DiD model. As described in section 2, a selection was made at the municipality level before the school level. As a result, there are two types of non-participant schools: non-participant schools in participating municipalities (the left branch of the flowchart) and schools in the non-participating municipalities (right branch of the flowcharts) (Figure A.1). Judging from the studies referenced in section 2, it is likely that many of the schools in the former group could have participated in the experiment if they chose to; I call this Group A. Group B is
the schools that did not have a chance to participate in the experiment due to decisions made at the municipality level.

Using either of these control groups or the combination of the two comes with advantages as well as disadvantages. Control group A helps control for the schools’ municipality-related unobservable characteristics since these groups are in the same municipalities as the treated schools. This is beneficial since the municipalities in Sweden are responsible for providing compulsory school. These schools have the same local school funding system, are subject to the same municipality-level decisions, and share the same demographic and economic environment. The disadvantage is that these schools potentially voluntarily chose to opt-out of the treatment. This increases the likelihood of selection bias at the school level. Schools in Control group B, on the other hand, are not in the same municipalities, which means that they may be subject to different municipality-level trends. However, they were not allowed to participate in the experiment even if they wanted to, which means that I might have found good matches in terms of characteristics correlated with school-level selection in treatment at the school level within this group.

I use the following estimation strategy with respect to the definition of the control group. First, I evaluate the appropriateness of both of these potential control groups as well as of the combination of the two based on how well they balance with the treatment group with respect to pre-treatment characteristics and trends. This evaluation determines what control group is used for the main estimations of the paper. Second, I present some results for the groups that are not chosen as the main strategy to evaluate the robustness of the main results. Third, I further investigate whether the results are sensitive to the composition of the control group by combining the DiD with a matching strategy to increase balance in a robustness section.
5.2 Descriptive statistics and balance check

This section first presents descriptive statistics for the municipalities and schools in the treated and (potential alternative) control groups. Next, it evaluates whether the assumptions underlying the DiD specification of equation 1 are valid.

The following information is depicted in Table 1. The municipalities selected for treatment had a higher population density, more students per school, and more immigrant students. In addition, the standard deviation of most variables is much higher in the participating municipalities, which means the variation within this group is higher than within the non-participating group. Finally, based on the 1998 election, the selected municipalities have a slightly higher vote share of right-leaning political parties.

The school-level characteristics for the three alternative control groups are depicted in Table 2. The schools in Control group B are, on average, more similar to the treated schools, in particular when it comes to the share of immigrants, type of municipality (urban or rural), GPA, and the number of students in each school. For a better sense of the differences, we calculated the normalized values for the differences of the average values of the characteristics for the set of alternative control groups. In other words, we scale the differences with the pooled standard deviation of the two groups. (See Imbens & Rubin (2010) for normalized differences). In Table 2, $\Delta_i$ indicates the normalized differences—i.e., the smaller the value of $\Delta_i$, the more similar the control group is to the treatment group regarding that variable. This indicator also has another advantage for our study: we could determine which group gives the smallest index to find the most comparable control groups. Group ALL (i.e., all control schools) and group B are more similar to the treatment group than control group A.

---

10. 1 is more urban and 9 is more rural.

11. The normalized difference is calculated by $\Delta_i = \frac{\bar{X}_t - \bar{X}_c}{(s_t^2 + s_c^2)^{0.5}}$, where $\bar{X}_t$ and $\bar{X}_c$ are the mean value of treated and control groups, and $s_t$ and $s_c$ are the standard deviation of these two groups. This indicator’s advantages are that it does not depend on the sample size (in contrast to the t-test) and is more informative in groups with many observations.
More critical for the DiD model’s validity is the balance in terms of changes over time in the treated and non-treated units. To understand whether the covariates of the students in the treated and control groups are balanced in terms of the type of time and cross-sectional variation used in the DiD analysis, we replaced $Y_{ist}$ in equation 1 with the predetermined characteristics of the whole period without adding other covariates. That is, we regressed each covariant on the pre-treatment placebo dummy (1995–1999) $^{12}$, LLM-year fixed effect, and school fixed effect to see how these characteristics were affected by the treatment. Therefore, a coefficient value close to zero for the pre-treatment period (1990–1999) indicated that the treatment and control groups are more balanced in terms of the changes in the outcome variable. The coefficients after treatment (2000–2010) show whether the treatment had any effect on the students with different characteristics.

The event study type analysis is presented in Figure 1 when all schools in the control (ALL) are used. The analysis is performed for male students (panel a), immigrant (panel b), parents’ incomes (panels c and d), and parents’ education levels (panels e and f). Each dot shows treatment estimates for these characteristics in each year. The figure reveals that there is slightly fewer (more) students with low (high) educated parents in the treatment group before the reform; however, this difference is not significant in most of the years. The same analysis is done for the Control Group A and B. Figure A.3 in the appendixes show that the estimates are almost the same with these control groups.

### 5.3 Parallel trends in the outcome variables

The DiD model assumes that the outcome variables in the treatment and control groups would follow parallel trends in the absence of treatment. A straightforward way of

$^{12}$Note that the pretreatment dummy variable here takes value 1 for 1995–99, whereas in the regression specification (1) takes value 1 for 1990–94. That is, in the main specifications, we wanted to use the years before the treatment period 1995–99 as the reference period, so the treatment effect is estimated in relation to these years.
evaluating the parallel trend assumption is to run an event study analysis and see if the estimates before the reform are statistically zero.

Equation 1 is used to conduct an event-study analysis but replaces the simple post-reform dummy with separate dummy variables for each year and estimates dummy variables for each pre-treatment year. If the assumption of parallel trends is valid, the estimated coefficients for these dummies should be zero for all pre-treatment years (1999 and before). The estimated coefficients for the post-reform years (after 1999), on the other hand, capture the development of the treatment effect over time. Figures 2 and 3 show the event study analysis for all outcomes. Figure 2 shows the effect on grade 9 percentile rank GPA, upper secondary percentile rank GPA, the probability of enrolling in a STEM field in upper secondary school, the probability of graduating from upper secondary school within 12 years, the years of education at the age of 25, and the probability of finishing a STEM degree at university. Figure 3 illustrates the event study analysis for Mathematics, Swedish, and English in two levels—i.e., probability of passing grade and probability of high grades. Since the grading system changed in 1998, there are only two years before the reform.

These figures suggest no statistically significantly different trends in the treatment and control group pre-treatment outcome variables. There is some evidence of divergence post-treatment for upper secondary percentile rank GPA, years of schooling, and high school graduation, although the trend returns to the pre-treatment levels after a few years and is always statistically insignificant. We take this finding as further support of the validity of the DiD and as a tentative suggestion of a treatment effect of the timetables reform.

Figures A.4 - A.7 in the Appendix shows the event study analysis for samples A and B. The analysis shows that in both samples, the pattern for the pre-reform period

\[ \text{Note that years of schooling are computed based on information on the highest level of completed education at age 25. This means, for example, that a student who attended the first grade of high school but did not complete high school will be recorded as having the same number of years of education as an individual who did not attend high school.} \]
is similar to the pattern for the sample All. Therefore, we chose “all schools” to avoid dropping observations for the main results. In the robustness section, we discuss that the results are similar when we use these two samples.

6 The effect of the timetable reform on the outcome variables

The empirical analysis begins by estimating the educational effects of the timetable reform in both extensive and intensive marginal settings. The section checks whether the reform has heterogeneous effects for students with different background characteristics. The section ends with a discussion of the robustness checks.

6.1 The Main Results

The reform’s extensive and intensive marginal effect is shown in Table 3 (different educational outcomes) and Table 4 (Mathematics, Swedish, English Grades). The left panel shows the extensive marginal effect of the treatment when the treatment variable captures whether students were in the untreated or treated schools (0 or 1 treatment). The right panel shows the extensive marginal effect of the reform when the 0–9 treatment variable used in equation 1 (i.e., the treatment variable) captures the number of the years that students were (plausibly\textsuperscript{14}) exposed to the treatment. The placebo shows the dummy variable’s estimates for all treated schools for 1990–1994. Column 1 shows the treatment effect when no control for municipalities was used in the model. Column 2 includes the share of private schools in the municipality, and column 3 includes LLM-year fixed effects added to the model. In all models, school fixed effect, year fixed effect, parental education and income, and student immigration status, the student’s birth

\textsuperscript{14}As explained in section 3.1, since we can only link students to schools in grade 9, these alternative treatment variables are based on assumptions of the students’ school trajectories.
month, and gender were added in the model. As we discussed in the empirical strategy section, it is important to consider that the participant and control municipalities may be subject to different regional trends, so the preferred specification is the last column.

The effect size of the estimates is small. The only significant estimate (with a 10% significance level) in column 3 is the probability of attending an academic STEM field in upper secondary school. The coefficient is 0.006, which means that attending a treated school increases the probability of choosing and being accepted to an academic STEM field in upper secondary school by almost 0.6 percent. The right panel of Table 3 shows the extensive marginal effect. The coefficient for the years of education is significant and positive (with a 10% significance level). It shows that each year attending a treated school could increase the years of education by 0.0054. Considering the variable’s mean value (12.51 years), the effect size is 0.34 percent of mean if students study for 9 years in treated schools (0.0054/12.51 * 9 * 100). The coefficient in column 6 for other outcomes is insignificant and small.

How students were graded in various subjects was also analyzed by looking at two outcomes: receiving a passing grade and the probability of having a high grade for several subjects. Table 4 shows the reform’s effect on the probability of receiving passing grades, above passing grades, and high grades (pass with distinction and pass with excellence) for three core courses—Mathematics, English, and Swedish. These subjects are important as students need to pass them to qualify for the regular upper secondary school educational tracks. The reform has no extensive and intensive marginal effect on earning a pass or high grade in any of the outcomes.

The next question is whether the treatment effect is non-linear and whether the exposure to the treatment in a non-linear format needs to be considered. To do this, the treatment effect was divided into three levels: when students were plausibly attending

---

15 The period of analysis is restricted to 1998–2010 because the grading system changed in 1998 and the definition of passing and high grade changed. In the new system, students could receive one of four grades: fail (f), pass, pass with distinction, and pass with excellence.
treated schools for less than three years, 4–6 years, and 6–9 years. The results are shown in Figure 4 and Figure 5. In all outcomes, the point estimates are zero for students exposed to the treatment for fewer than 3 years (level 1). After that, the effects start increasing for years of education and percentile rank at upper secondary school. The most considerable results are seen for those exposed for 7 to 9 years (level 3). The percentile rank of GPA at upper secondary school increases by one rank if students are exposed to the treatment 7–9 years. The probability of finishing STEM at the university is increased by 0.5%. Figure 5 shows the dose-related estimates for the three core subjects. The estimates are not significant in all cases except the probability of passing Swedish, which is affected negatively with more exposure to the treatment.

### 6.2 Heterogeneity Effect

In this section, we examine whether some subgroups were more affected by the reform than others. According to the government, one of the experiment’s motivations was to give schools the freedom to offer more help to students with a foreign background. The government also emphasized that students with low SES needed more individual instruction, which can be provided with the school-based timetable. Furthermore, large schools were more likely to be treated (Table 2). Large schools might need more flexibility since they have more diverse students, although this is only speculation. We also looked at the differences between rural and urban areas since it might be the case that schools in rural areas are more capable of managing the timetable. Therefore, the heterogeneity analysis was performed in the following areas: large cities, urban areas, small school, large schools, low and high parent education, low and high parent income, and gender and immigration background of the students.  

The effect of the treatment on all outcomes is shown in Figure 6 and Figure 7. The outcomes are presented in panels a–f. The intensive marginal estimates and 95

---

16 Appendix C explained how these categories are defined.
confidence interval (CI) of 11 subgroups of students are shown in each panel. Except for grades in Swedish and English, the intensive marginal effect of the treatment on outcomes are significant and positive in large schools. Students with low educated and low-income parents are also more likely to finish STEM at university. The estimates for percentile rank in upper secondary schools seem to be positive in all groups; however, as the fraction of the students who go to a different study track are different, the estimates of this outcome are not reliable.

7 Robustness Check

To check whether the results are robust to the choice of the control groups, we performed two robustness checks. First, we analyzed whether the effects in Sample A and Sample B are different. Second, we constructed a matched control group to see how results changed when using a control group more similar to the treatment group.

7.1 Sample A and Sample B

For the sake of completeness, this section presents the results using two alternative control groups (A and B), which are described in section 5.1, rather than the full control sample. Figure A.4-A.7 in the appendix show the event study of sample A and sample B. Before the reform, there was no relation between outcomes and the treatment variable in almost all outcomes, so these cases support the parallel trend assumption. The estimated treatment effect is small and significant in some outcomes in sample B but in most cases estimates are similar for both groups (Table B.5-B.8)
7.2 Matching

One way to improve the likelihood that the parallel trend assumption holds is to limit the sample of analysis to more similar schools—i.e., to find the schools in the non-participating group that are more comparable with the participating schools. Matching helps minimize unobservable variable bias due to selection by matching pre-reform characteristics. I used a standard matching strategy to match school-level data from the year before the reform. The following variables are used for matching schools: immigration share, the average parental income, the average level of parents’ education, the school size, and the municipality size. We matched three control groups: ALL controls (i.e., matching schools in all municipalities), Control A, and Control B. The matching improves both the balance test (Table A.3) and parallel trend assumptions (Figures A.8–A.13) slightly. The results based on matched samples also show that the estimates are almost similar to the main results.

8 Concluding

This paper analyzes the impact of a school-based timetable on several student outcomes by investigating a program that gave some schools in Sweden the opportunity to allocate time to different topics as they deemed appropriate. The reform was implemented as a pilot project, and municipalities and schools could choose to be part of the treatment. I use the whole population registry data of students who finished grade 9 from 1990 to 2010 and implemented a DiD specification. The identifying assumption is that exposure to the school-based timetable is as good as random and restricted by school-fixed and cohort-LLM fixed effects and the included covariates. A set of validation checks supports this assumption.

After estimating the effect of the reform on different educational outcomes, we found that there is no average treatment effect. We checked both intensive and exten-
sive marginal effects as well as non-linear exposure to the treatment effect. The study found that more prolonged exposure to the school-based timetable only led to small positive impacts on years of education. Studying in a treated school increased the years of schooling by 0.4%. The results also suggest that timetable reform does not affect the students’ average grades. This paper argues that it is essential to consider the area-specific trend in the model since without controlling for that the selection process of the experience generates a bias. These results are contradicted in a previous study and governmental reports about this reform that suggest a positive effect of the timetable experience.

For the external validity of the effect of this reform in another context, we should consider the differences between the Swedish education system at the time of the reform with other systems. First, at the beginning of 2000, the Swedish education system was among the most decentralized education systems in the world, so the schools and municipalities were familiar with these kinds of decisions. In another world, timetable reform was implemented in an environment with high level of flexibility in the school system. Second, the reform was implemented some years after the introduction of private schools in Sweden, so the more autonomy in public schools could be a reaction to this change.

The results also shows a heterogeneous effect of the reform on low background SES students and different school sizes. Students who studied in large schools positively reacted to the reform. The students from larger schools were twice as likely to choose a STEM track. Large schools can potentially benefit from this type of reform since they have more diversity with respect to students’ abilities and backgrounds. They also have more teachers who can make flexible changes to the timetable and use these timetables to respond to pupils’ individual needs. Further research is needed to develop a more complete picture.
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Figure (1) Balance Test
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Note: This figure shows the event study type analysis when all schools in the control group are used. The analysis is performed for male (panel a) immigrant students (panel b), parents’ incomes (panels c and d), and parents’ education levels (panels e and f). Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) each year.
Figure (2) Event study graph of the effect of school-based timetable on different outcomes
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Note: This figure shows the event study of treatment on grade 9 percentile rank GPA (panel a), upper secondary percentile rank GPA (panel b), the years of education at the age of 25 (panel c), the probability of graduating from upper secondary school within 12 years (panel d), the probability of enrolling in a STEM field in upper secondary school (panel e), and the probability to finish STEM field at university (panel f). Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (3) Event study graph of the effect of school-based timetable on Swedish, English, and Mathematics grades

(a) Mathematics pass  
(b) Mathematics high grade

(c) Swedish pass  
(d) Swedish high grade

(e) English pass  
(f) English high grade

*Note:* This figure shows the event study of treatment on mathematic pass grade (panel a), mathematics high grade (panel b), Swedish pass grade (panel c), Swedish high grade (panel d) English pass grade (panel e), and English high grade (panel f). Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (4)  Effect of years of exposure to the school-based timetable on different outcomes

(a) Percentile Rank
(b) Percentile Rank in USS
(c) STEM
(d) Years of Education
(e) Finished USS
(f) STEM at University

Note: The figure shows estimates and 95% confidence intervals (CI) from a regression on the effect of years of exposure to the school-based timetable on grade 9 percentile rank GPA (panel a), upper secondary percentile rank GPA (panel b), the years of education at the age of 25 (panel c), the probability of graduating from upper secondary school within 12 years (panel d), the probability of enrolling in a STEM field in upper secondary school (panel e), and the probability to finish STEM field at university (panel f). The x-axis shows the level of exposure to the treatment: 1–3 years, 4–6 years, and 6–9 years. Control variables include LLM-year, school-fixed effect, immigration status, parent income (4 levels), and parent education (4 levels). Standard errors are clustered at the school level.
Figure (5) Effect of years of exposure to the school-based timetable on Swedish, English, and Mathematics grades.

(a) Mathematics pass  
(b) Swedish pass  
(c) English pass  
(d) Mathematics high grade  
(e) Swedish high grade  
(f) English high grade  

Note: The figure shows estimates and 95% confidence intervals (CI) from a regression on the effect of years of exposure to the school-based timetable on mathematic pass grade (panel a), mathematics high grade (panel b), Swedish pass grade (panel c), Swedish high grade (panel d), English pass grade (panel e), and English high grade (panel f). The x-axis shows the level of exposure to the treatment: 1–3 years, 4–6 years, and 6–9 years. Control variables include LLM-year, school-fixed effect, immigration status, parent income (4 levels), and parent education (4 levels). Standard errors are clustered at the school level.
Figure (6)  Heterogeneity analyses, linear effect of school-based timetable on different outcomes

(a) Percentile Rank  
(b) Percentile Rank USS  
(c) Years of Education  
(d) Finished USS  
(e) STEM at uss  
(f) STEM at University

Note: This figure shows the heterogeneity analyses on grade 9 percentile rank GPA (panel a), upper secondary percentile rank GPA (panel b), the years of education at the age of 25 (panel c), the probability of graduating from upper secondary school within 12 years (panel d), the probability of enrolling in a STEM field in upper secondary school (panel e), and the probability to finish STEM field at university (panel f). Each panel consists of eleven subgroups of students. The definition of these groups are presented in Appendix C. Each dot shows treatment estimates for these subgroups and 95% confidence intervals (CI). Control variables include LLM-year, school-fixed effect, and other background characteristics, excluding the main subgroups. Standard errors are clustered at the school level.
Figure (7)  Heterogeneity analyses, linear effect of school-based timetable on Swedish, English, and Mathematics grades

(a) Mathematics pass

(b) Mathematics high grade

(c) Swedish pass grade

(d) Swedish high grade

(e) English pass grade

(f) English high grade

Note: This figure shows the heterogeneity analyses on grade 9 percentile rank GPA (panel a), upper secondary percentile rank GPA (panel b), the years of education at the age of 25 (panel c), the probability of graduating from upper secondary school within 12 years (panel d), the probability of enrolling in a STEM field in upper secondary school (panel e), and the probability to finish STEM field at university (panel f). Each panel consists of eleven subgroups of students. The definition of these groups are presented in Appendix C. Each dot shows treatment estimates for these subgroups and 95% confidence intervals (CI). Control variables include LLM-year, school-fixed effect, and other background characteristics, excluding the main subgroups. Standard errors are clustered at the school level.
Table (1) Descriptive statistics for participating and non-participating municipalities one year before the treatment (1999)

<table>
<thead>
<tr>
<th></th>
<th>Participant</th>
<th>Non-Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Students</td>
<td>683.8 (841.3)</td>
<td>243.9 (357.5)</td>
</tr>
<tr>
<td>Female (%)</td>
<td>48.37 (2.461)</td>
<td>48.62 (3.941)</td>
</tr>
<tr>
<td>Immigrants (%)</td>
<td>13.43 (7.656)</td>
<td>9.297 (5.861)</td>
</tr>
<tr>
<td>Born Out of Sweden (%)</td>
<td>9.433 (4.503)</td>
<td>6.358 (3.632)</td>
</tr>
<tr>
<td>Average Income</td>
<td>4.436 (0.624)</td>
<td>4.181 (0.720)</td>
</tr>
<tr>
<td>Median Income</td>
<td>3.976 (0.261)</td>
<td>3.870 (0.259)</td>
</tr>
<tr>
<td>Employment</td>
<td>76.82 (3.986)</td>
<td>76.28 (4.181)</td>
</tr>
<tr>
<td>Inhabitants Per Square Kilometer</td>
<td>342 (788.6)</td>
<td>59 (144.7)</td>
</tr>
<tr>
<td>Total Cost per student</td>
<td>56288.4 (7688.9)</td>
<td>54740.6 (4848.4)</td>
</tr>
<tr>
<td>Right-wing share (%)</td>
<td>0.41 (0.49)</td>
<td>0.33 (0.47)</td>
</tr>
<tr>
<td>Number of municipalities</td>
<td>70</td>
<td>219</td>
</tr>
</tbody>
</table>

Note: This table shows the descriptive statistics of participating and non-participating municipalities in the reform one year before the experiment.
Table (2) Descriptive statistics for treated and control schools one year before the treatment (1999)

<table>
<thead>
<tr>
<th></th>
<th>Treatment</th>
<th>Control All</th>
<th>∆ All</th>
<th>Control A</th>
<th>∆ A</th>
<th>Control B</th>
<th>∆ B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immigrant(%)</td>
<td>3.38</td>
<td>3.73</td>
<td>-0.03</td>
<td>5.89</td>
<td>-0.20</td>
<td>2.59</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(8.20)</td>
<td>(11.80)</td>
<td></td>
<td>(15.47)</td>
<td></td>
<td>(9.13)</td>
<td></td>
</tr>
<tr>
<td>Females(%)</td>
<td>48.66</td>
<td>47.38</td>
<td>0.12</td>
<td>47.19</td>
<td>0.12</td>
<td>47.48</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>(5.84)</td>
<td>(13.98)</td>
<td></td>
<td>(15.81)</td>
<td></td>
<td>(12.91)</td>
<td></td>
</tr>
<tr>
<td>Fathers YoE</td>
<td>11.49</td>
<td>11.47</td>
<td>0.03</td>
<td>11.75</td>
<td>-0.24</td>
<td>11.31</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>(0.91)</td>
<td>(1.11)</td>
<td></td>
<td>(1.23)</td>
<td></td>
<td>(1.01)</td>
<td></td>
</tr>
<tr>
<td>Mother YoE</td>
<td>11.53</td>
<td>11.51</td>
<td>0.02</td>
<td>11.67</td>
<td>-0.13</td>
<td>11.43</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>(0.81)</td>
<td>(1.00)</td>
<td></td>
<td>(1.24)</td>
<td></td>
<td>(0.83)</td>
<td></td>
</tr>
<tr>
<td>Father income (log)</td>
<td>7.17</td>
<td>7.12</td>
<td>0.12</td>
<td>7.13</td>
<td>0.09</td>
<td>7.12</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>(0.37)</td>
<td>(0.47)</td>
<td></td>
<td>(0.56)</td>
<td></td>
<td>(0.41)</td>
<td></td>
</tr>
<tr>
<td>Mother income (log)</td>
<td>6.86</td>
<td>6.81</td>
<td>0.13</td>
<td>6.86</td>
<td>0.01</td>
<td>6.78</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>(0.33)</td>
<td>(0.43)</td>
<td></td>
<td>(0.47)</td>
<td></td>
<td>(0.41)</td>
<td></td>
</tr>
<tr>
<td>Municipality size (1–10)</td>
<td>3.89</td>
<td>4.15</td>
<td>-0.12</td>
<td>3.15</td>
<td>0.36</td>
<td>4.69</td>
<td>-0.36</td>
</tr>
<tr>
<td></td>
<td>(2.09)</td>
<td>(2.39)</td>
<td></td>
<td>(1.98)</td>
<td></td>
<td>(2.42)</td>
<td></td>
</tr>
<tr>
<td>School size</td>
<td>100.52</td>
<td>77.44</td>
<td>0.51</td>
<td>75.61</td>
<td>0.54</td>
<td>78.41</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>(41.64)</td>
<td>(48.18)</td>
<td></td>
<td>(50.00)</td>
<td></td>
<td>(47.20)</td>
<td></td>
</tr>
<tr>
<td>GPA (0–320)</td>
<td>200.67</td>
<td>198.45</td>
<td>0.10</td>
<td>195.62</td>
<td>0.17</td>
<td>199.93</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(13.98)</td>
<td>(29.89)</td>
<td></td>
<td>(38.57)</td>
<td></td>
<td>(24.01)</td>
<td></td>
</tr>
<tr>
<td>Percentile Rank (1–100)</td>
<td>50.11</td>
<td>49.38</td>
<td>0.07</td>
<td>48.70</td>
<td>0.12</td>
<td>49.74</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(6.81)</td>
<td>(12.32)</td>
<td></td>
<td>(15.18)</td>
<td></td>
<td>(10.51)</td>
<td></td>
</tr>
<tr>
<td>Choosing STEM (%)</td>
<td>21.49</td>
<td>20.46</td>
<td>0.09</td>
<td>21.70</td>
<td>-0.02</td>
<td>19.81</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>(8.66)</td>
<td>(12.61)</td>
<td></td>
<td>(14.12)</td>
<td></td>
<td>(11.69)</td>
<td></td>
</tr>
<tr>
<td>Years of education</td>
<td>12.51</td>
<td>12.39</td>
<td>0.19</td>
<td>12.32</td>
<td>0.26</td>
<td>12.43</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>(0.43)</td>
<td>(0.84)</td>
<td></td>
<td>(1.00)</td>
<td></td>
<td>(0.73)</td>
<td></td>
</tr>
<tr>
<td>Low education (%)</td>
<td>16.98</td>
<td>19.53</td>
<td>-0.18</td>
<td>21.86</td>
<td>-0.30</td>
<td>18.30</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>(8.50)</td>
<td>(17.85)</td>
<td></td>
<td>(21.35)</td>
<td></td>
<td>(15.55)</td>
<td></td>
</tr>
<tr>
<td>Finished USS(%)</td>
<td>84.28</td>
<td>81.94</td>
<td>0.17</td>
<td>78.00</td>
<td>0.38</td>
<td>84.03</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(7.87)</td>
<td>(17.66)</td>
<td></td>
<td>(22.09)</td>
<td></td>
<td>(14.36)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>183</td>
<td>1009</td>
<td></td>
<td>350</td>
<td>1</td>
<td>639</td>
<td></td>
</tr>
</tbody>
</table>

Note: This table shows mean value and standard deviation for different variables in the analysis for the treated group, ALL control, Control A, and Control B. The normalized difference is indicated next to each control group.
## Table (3) Difference-in-Difference estimates of effect of school timetable reform on a different outcome

<table>
<thead>
<tr>
<th></th>
<th>Extensive Marginal Effect</th>
<th>Intensive Marginal Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) (2) (3)</td>
<td>(4) (5) (6)</td>
</tr>
<tr>
<td><strong>Nine grade GPA rank</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.19 (0.31)</td>
<td>0.071 (0.059)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.27 (0.26)</td>
<td>0.29 (0.28)</td>
</tr>
<tr>
<td><strong>Upper Secondary GPA rank</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.19 (0.31)</td>
<td>0.071 (0.059)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.27 (0.26)</td>
<td>0.29 (0.28)</td>
</tr>
<tr>
<td><strong>STEM at Upper Secondary School</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0047 (0.0034)</td>
<td>0.0013** (0.00059)</td>
</tr>
<tr>
<td>Placebo</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Years of education at age of 25</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.032** (0.015)</td>
<td>0.012*** (0.0035)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.015 (0.015)</td>
<td>0.019 (0.016)</td>
</tr>
<tr>
<td><strong>Finished upper secondary school at age of 25</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0031 (0.0025)</td>
<td>0.0013** (0.00058)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.0046 (0.0029)</td>
<td>0.0055** (0.0029)</td>
</tr>
<tr>
<td><strong>Finished STEM at university</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0024 (0.0020)</td>
<td>0.0010*** (0.00035)</td>
</tr>
<tr>
<td>Placebo</td>
<td>-0.00026 (0.0022)</td>
<td>0.00091 (0.0021)</td>
</tr>
<tr>
<td><strong>Share of private school</strong></td>
<td>N Y Y N Y Y</td>
<td></td>
</tr>
<tr>
<td><strong>LLM-Year fixed effect</strong></td>
<td>N Y N Y N Y</td>
<td></td>
</tr>
</tbody>
</table>

Note: This table reports the estimated effects of the timetable reform on different educational outcomes using the Difference-in-Difference (DiD) design as specified by equation 1. Columns 1-3 show the extensive marginal effect of the treatment (0, 1). Columns 4-6 show the intensive marginal (0–9 treatment). The placebo shows the dummy variable’s estimates for all treated schools for 1990–1994. Columns 1 and 4 show the treatment effect when no control for municipalities was used. In columns 2 and 5, the share of private schools in the municipality was added. In columns 3 and 6, LLM-year fixed effects are also added to the model. In all models, school fixed effect, year fixed effect, parental education, parental income, immigration status, the month of birth, and the gender of the students were added to the model.
Table (4) Difference-in-Difference estimates of effect of school timetable reform on Swedish, English, and mathematics grades

<table>
<thead>
<tr>
<th></th>
<th>Extensive Marginal Effect</th>
<th>Intensive Marginal Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td><strong>Swedish Pass</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.0033</td>
<td>-0.0032</td>
</tr>
<tr>
<td></td>
<td>(0.0038)</td>
<td>(0.0038)</td>
</tr>
<tr>
<td><strong>Swedish High Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0059</td>
<td>0.0054</td>
</tr>
<tr>
<td></td>
<td>(0.0055)</td>
<td>(0.0056)</td>
</tr>
<tr>
<td><strong>English Pass</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0060***</td>
<td>0.0059***</td>
</tr>
<tr>
<td></td>
<td>(0.0021)</td>
<td>(0.0021)</td>
</tr>
<tr>
<td><strong>English High Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0072</td>
<td>0.0067</td>
</tr>
<tr>
<td></td>
<td>(0.0055)</td>
<td>(0.0055)</td>
</tr>
<tr>
<td><strong>Mathematics Pass Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0032</td>
<td>0.0031</td>
</tr>
<tr>
<td></td>
<td>(0.0026)</td>
<td>(0.0026)</td>
</tr>
<tr>
<td><strong>Mathematics High Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.014**</td>
<td>0.014**</td>
</tr>
<tr>
<td></td>
<td>(0.0057)</td>
<td>(0.0057)</td>
</tr>
<tr>
<td>Share of private school</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>LLM-Year fixed effect</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

**Note:** This table reports the estimated effects of the timetable reform on grades in Swedish, English, and Mathematics using the Difference-in-Difference (DiD) design as specified by equation 1. Columns 1–3 show the extensive marginal effect of the treatment (0, 1). Columns 4–6 show the intensive marginal (0–9 treatment). Columns 1 and 4 show the treatment effect when no control for municipalities was used. In columns 2 and 5, the share of private schools in the municipality was added. In columns 3 and 6, LLM-year fixed effects are also added to the model. In all models, school fixed effect, year fixed effect, parental education, parental income, immigration status, the month of birth, and the gender of the students were added to the model.
Appendices

A Figures

Figure (A.1) The experiment implementation process

Note: This figure shows how the reform was implemented in 2000. First, the Ministry of Education invited all municipalities to apply for participating in the experiment. Next, selected municipalities were allowed to decide which of their schools would participate in the experiment.
Figure (A.2) The distribution of the affected students across municipalities in Sweden

Note: This figure shows the share of students affected by the reform in 2000 in each municipalities in Sweden. The dark blue municipalities had a higher share of the treated students, and white municipalities were the control group.
Figure (A.3) Balance Test– Sample A and B

(a) Male
(b) Immigrant
(c) Low Income Parent
(d) High Income Parent
(e) Low Education Parent
(f) High Education Parent

Note: This figure shows the event study type analysis for sample A, sample B and sample All. The analysis is performed for male (panel a) immigrant students (panel b), parents’ incomes (panel c and d), and parents’ education levels (panel e and f). Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) each year.
Figure (A.4) Event study graph of the effect of school timetable on different outcomes—Sample A

(a) Percentile Rank

(b) Percentile Rank USS

(c) Years Education

(d) Finished USS

(e) STEM at USS

(f) STEM at University

Note: This figure shows the event study of treatment on grade 9 percentile rank GPA (panel a), upper secondary percentile rank GPA (panel b), the years of education at the age of 25 (panel c), the probability of graduating from upper secondary school within 12 years (panel d), the probability of enrolling in a STEM field in upper secondary school (panel e), and the probability to finish STEM field at university (panel f) in sample A. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (A.5) Event study graph of the effect of school timetable on Swedish, English, and Mathematics grades– Sample A

(a) Mathematics pass
(b) Mathematics high grade
(c) Swedish pass
(d) Swedish high grade
(e) English pass
(f) English high grade

Note: This figure shows the event study of treatment on mathematic pass grade (panel a), mathematics high grade (panel b), Swedish pass grade (panel c), Swedish high grade (panel d) English pass grade (panel e), and English high grade (panel f) in sample A. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (A.6) Event study graph of the effect of school timetable on different outcomes—Sample B

(a) Percentile Rank
(b) Percentile Rank USS

(c) Years Education
(d) Finished USS

(e) STEM at USS
(f) STEM at University

Note: This figure shows the event study of treatment on grade 9 percentile rank GPA (panel a), upper secondary percentile rank GPA (panel b), the years of education at the age of 25 (panel c), the probability of graduating from upper secondary school within 12 years (panel d), the probability of enrolling in a STEM field in upper secondary school (panel e), and the probability to finish STEM field at university (panel f) in sample B. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (A.7) Event study graph of the effect of school timetable on Swedish, English, and Mathematics grades—Sample B

(a) Mathematics pass  
(b) Mathematics high grade  
(c) Swedish pass  
(d) Swedish high grade  
(e) English pass  
(f) English high grade

Note: This figure shows the event study of treatment on mathematic pass grade (panel a), mathematics high grade (panel b), Swedish pass grade (panel c), Swedish high grade (panel d) English pass grade (panel e), and English high grade (panel f) in sample B. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (A.8) Event study graph of the effect of school timetable on different outcomes—Matched All

(a) Percentile Rank  

(b) Percentile Rank USS  

(c) Years Education  

(d) Finished USS  

(e) STEM at USS  

(f) STEM at University  

Note: This figure shows the event study of treatment on grade 9 percentile rank GPA (panel a), upper secondary percentile rank GPA (panel b), the years of education at the age of 25 (panel c), the probability of graduating from upper secondary school within 12 years (panel d), the probability of enrolling in a STEM field in upper secondary school (panel e), and the probability to finish STEM field at university (panel f) in sample matched all. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (A.9) Event study graph of the effect of school timetable on Swedish, English, and Mathematics grades– Matched All

(a) Mathematics pass
(b) Mathematics high grade
(c) Swedish pass
(d) Swedish high grade
(e) English pass
(f) English high grade

Note: This figure shows the event study of treatment on mathematic pass grade (panel a), mathematics high grade (panel b), Swedish pass grade (panel c), Swedish high grade (panel d) English pass grade (panel e), and English high grade (panel f) in the sample matched all. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (A.10) Event study graph of the effect of school timetable on different outcomes– Matched A

(a) Percentile Rank
(b) Percentile Rank USS
(c) Years Education
(d) Finished USS
(e) STEM at USS
(f) STEM at University

Note: This figure shows the event study of treatment on grade 9 percentile rank GPA (panel a), upper secondary percentile rank GPA (panel b), the years of education at the age of 25 (panel c), the probability of graduating from upper secondary school within 12 years (panel d), the probability of enrolling in a STEM field in upper secondary school (panel e), and the probability to finish STEM field at university (panel f) in sample matched A. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (A.11) Event study graph of the effect of school timetable on Swedish, English, and Mathematics grades—Matched A

(a) Mathematics pass  (b) Mathematics high grade

(c) Swedish pass  (d) Swedish high grade

(e) English pass  (f) English high grade

Note: This figure shows the event study of treatment on mathematic pass grade (panel a), mathematics high grade (panel b), Swedish pass grade (panel c), Swedish high grade (panel d) English pass grade (panel e), and English high grade (panel f) in the sample matched A. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (A.12) Event study graph of the effect of school timetable on different outcomes– Matched B

(a) Percentile Rank  (b) Percentile Rank USS
(c) Years Education  (d) Finished USS
(e) STEM at USS  (f) STEM at University

Note: This figure shows the event study of treatment on grade 9 percentile rank GPA (panel a), upper secondary percentile rank GPA (panel b), the years of education at the age of 25 (panel c), the probability of graduating from upper secondary school within 12 years (panel d), the probability of enrolling in a STEM field in upper secondary school (panel e), and the probability to finish STEM field at university (panel f) in sample matched B. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
Figure (A.13) Event study graph of the effect of school timetable on Swedish, English, and Mathematics grades—Matched B

(a) Mathematics pass  
(b) Mathematics high grade  
(c) Swedish pass  
(d) Swedish high grade  
(e) English pass  
(f) English high grade

Note: This figure shows the event study of treatment on mathematic pass grade (panel a), mathematics high grade (panel b), Swedish pass grade (panel c), Swedish high grade (panel d) English pass grade (panel e), and English high grade (panel f) in the sample matched B. Each dot shows treatment estimates for these characteristics and 95% confidence intervals (CI) in each year. The vertical line is the reform year.
## B Tables

Table (B.5) Difference-in-Difference estimates of effect of school timetable reform on a different outcome –Sample A

<table>
<thead>
<tr>
<th></th>
<th>Extensive Marginal Effect</th>
<th>Intensive Marginal Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td><strong>Nine grade GPA rank</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.80**</td>
<td>-0.61</td>
</tr>
<tr>
<td></td>
<td>(0.41)</td>
<td>(0.39)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.15</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>(0.29)</td>
<td>(0.29)</td>
</tr>
<tr>
<td><strong>Upper Secondary GPA rank</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.50</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>(0.34)</td>
<td>(0.36)</td>
</tr>
<tr>
<td>Placebo</td>
<td>-0.33</td>
<td>-0.28</td>
</tr>
<tr>
<td></td>
<td>(0.39)</td>
<td>(0.39)</td>
</tr>
<tr>
<td><strong>Years of education at age of 25</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.013</td>
<td>-0.0050</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.0049</td>
<td>-0.0044</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.018)</td>
</tr>
<tr>
<td><strong>Finished upper secondary school at age of 25</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.0022</td>
<td>-0.0013</td>
</tr>
<tr>
<td></td>
<td>(0.0031)</td>
<td>(0.0031)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.0016</td>
<td>0.00044</td>
</tr>
<tr>
<td></td>
<td>(0.0034)</td>
<td>(0.0035)</td>
</tr>
<tr>
<td><strong>STEM at Upper Secondary School</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0062</td>
<td>0.0073*</td>
</tr>
<tr>
<td></td>
<td>(0.0043)</td>
<td>(0.0043)</td>
</tr>
<tr>
<td>Placebo</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Observations</td>
<td>717,408</td>
<td>716,219</td>
</tr>
<tr>
<td><strong>Finished STEM at university</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.00039</td>
<td>0.0011</td>
</tr>
<tr>
<td></td>
<td>(0.0025)</td>
<td>(0.0025)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.00037</td>
<td>-0.000043</td>
</tr>
<tr>
<td></td>
<td>(0.0025)</td>
<td>(0.0025)</td>
</tr>
<tr>
<td>Share of private school</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>LLM-Year fixed effect</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

Note: This table reports the estimated effects of the timetable reform on different educational outcomes using the Difference-in-Difference (DiD) design as specified by equation 1 in sample A. Columns 1-3 show the extensive marginal effect of the treatment (0, 1). Columns 4-6 show the extensive marginal (0–9 treatment). The placebo shows the dummy variable’s estimates for all treated schools for 1990-1994. Columns 1 and 4 show the treatment effect when no control for municipalities was used. In columns 2 and 5, the share of private schools in the municipality was added. In columns 3 and 6, LLM-year fixed effects are also added to the model. In all models, school fixed effect, year fixed effect, parental education, parental income, immigration status, the month of birth, and the gender of the students were added to the model.
Table (B.6) Difference-in-Difference estimates of effect of school timetable reform on Swedish, English, and mathematics grades– Sample A

<table>
<thead>
<tr>
<th></th>
<th>Extensive Marginal Effect</th>
<th>Intensive Marginal Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td><strong>Swedish Pass</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0019</td>
<td>0.0016</td>
</tr>
<tr>
<td></td>
<td>(0.0049)</td>
<td>(0.0048)</td>
</tr>
<tr>
<td><strong>Swedish High Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.0029</td>
<td>-0.0021</td>
</tr>
<tr>
<td></td>
<td>(0.0066)</td>
<td>(0.0066)</td>
</tr>
<tr>
<td><strong>English Pass</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.00087</td>
<td>0.0014</td>
</tr>
<tr>
<td></td>
<td>(0.0027)</td>
<td>(0.0026)</td>
</tr>
<tr>
<td><strong>English High Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.010</td>
<td>-0.0089</td>
</tr>
<tr>
<td></td>
<td>(0.0068)</td>
<td>(0.0067)</td>
</tr>
<tr>
<td><strong>Mathematics Pass Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.00067</td>
<td>-0.00029</td>
</tr>
<tr>
<td></td>
<td>(0.0034)</td>
<td>(0.0033)</td>
</tr>
<tr>
<td><strong>Mathematics High Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.00062</td>
<td>0.00089</td>
</tr>
<tr>
<td></td>
<td>(0.0071)</td>
<td>(0.0071)</td>
</tr>
<tr>
<td>Share of private school</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>LLM-Year fixed effect</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

Note: This table reports the estimated effects of the timetable reform on different educational outcomes using the Difference-in-Difference (DiD) design as specified by equation 1 in sample A. Columns 1-3 show the extensive marginal effect of the treatment (0, 1). Columns 4-6 show the extensive marginal (0–9 treatment). The placebo shows the dummy variable’s estimates for all treated schools for 1990–1994. Columns 1 and 4 show the treatment effect when no control for municipalities was used. In columns 2 and 5, the share of private schools in the municipality was added. In columns 3 and 6, LLM-year fixed effects are also added to the model. In all models, school fixed effect, year fixed effect, parental education, parental income, immigration status, the month of birth, and the gender of the students were added to the model.
Table (B.7) Difference-in-Difference estimates of effect of school timetable reform on a different outcome – Sample B

<table>
<thead>
<tr>
<th></th>
<th>Extensive Marginal Effect</th>
<th>Intensive Marginal Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td><strong>Nine grade GPA rank</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.68**</td>
<td>0.60**</td>
</tr>
<tr>
<td></td>
<td>(0.31)</td>
<td>(0.30)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>(0.27)</td>
<td>(0.27)</td>
</tr>
<tr>
<td><strong>Upper Secondary GPA rank</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.27</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>(0.30)</td>
<td>(0.30)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.65*</td>
<td>0.62*</td>
</tr>
<tr>
<td></td>
<td>(0.36)</td>
<td>(0.36)</td>
</tr>
<tr>
<td><strong>Years of education at age of 25</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.054***</td>
<td>0.050***</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.020</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>Observations</td>
<td>1,191,881</td>
<td>1,188,129</td>
</tr>
<tr>
<td><strong>Finished upper secondary school at age of 25</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0056**</td>
<td>0.0055**</td>
</tr>
<tr>
<td></td>
<td>(0.0026)</td>
<td>(0.0026)</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.0060**</td>
<td>0.0063***</td>
</tr>
<tr>
<td></td>
<td>(0.0029)</td>
<td>(0.0029)</td>
</tr>
<tr>
<td><strong>STEM at Upper Secondary School</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0040</td>
<td>0.0032</td>
</tr>
<tr>
<td></td>
<td>(0.0036)</td>
<td>(0.0036)</td>
</tr>
<tr>
<td>Placebo</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Finished STEM at university</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0035*</td>
<td>0.0031</td>
</tr>
<tr>
<td></td>
<td>(0.0021)</td>
<td>(0.0021)</td>
</tr>
<tr>
<td>Placebo</td>
<td>-0.00048</td>
<td>-0.00047</td>
</tr>
<tr>
<td></td>
<td>(0.0023)</td>
<td>(0.0023)</td>
</tr>
<tr>
<td>Observations</td>
<td>1,378,648</td>
<td>1,374,718</td>
</tr>
<tr>
<td><strong>Share of private school</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td><strong>LLM-Year fixed effect</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>

Note: This table reports the estimated effects of the timetable reform on different educational outcomes using the Difference-in-Difference (DiD) design as specified by equation 1 in sample B. Columns 1–3 show the extensive marginal effect of the treatment (0, 1). Columns 4–6 show the extensive marginal (0–9 treatment). The placebo shows the dummy variable’s estimates for all treated schools for 1990–1994. Columns 1 and 4 show the treatment effect when no control for municipalities was used. In columns 2 and 5, the share of private schools in the municipality was added. In columns 3 and 6, LLM-year fixed effects are also added to the model. In all models, school fixed effect, year fixed effect, parental education, parental income, immigration status, the month of birth, and the gender of the students were added to the model.
Table (B.8) Difference-in-Difference estimates of effect of school timetable reform on Swedish, English, and mathematics grades– Sample B

<table>
<thead>
<tr>
<th></th>
<th>Extensive Marginal Effect</th>
<th></th>
<th>Intensive Marginal Effect</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td><strong>Swedish Pass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.0059</td>
<td>-0.0057</td>
<td>-0.0078*</td>
<td>-0.0025***</td>
</tr>
<tr>
<td></td>
<td>(0.0038)</td>
<td>(0.0039)</td>
<td>(0.0044)</td>
<td>(0.00696)</td>
</tr>
<tr>
<td><strong>Swedish High Grade</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.010*</td>
<td>0.0092</td>
<td>0.0044</td>
<td>0.0018*</td>
</tr>
<tr>
<td></td>
<td>(0.0058)</td>
<td>(0.0058)</td>
<td>(0.0068)</td>
<td>(0.00100)</td>
</tr>
<tr>
<td><strong>English Pass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0085***</td>
<td>0.0081***</td>
<td>0.0052**</td>
<td>0.0012***</td>
</tr>
<tr>
<td></td>
<td>(0.0022)</td>
<td>(0.0022)</td>
<td>(0.0024)</td>
<td>(0.00036)</td>
</tr>
<tr>
<td><strong>English High Grade</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.015***</td>
<td>0.014**</td>
<td>0.0100</td>
<td>0.0026***</td>
</tr>
<tr>
<td></td>
<td>(0.0058)</td>
<td>(0.0057)</td>
<td>(0.0068)</td>
<td>(0.00095)</td>
</tr>
<tr>
<td><strong>Mathematics Pass Grade</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0051*</td>
<td>0.0049*</td>
<td>0.00014</td>
<td>0.00073</td>
</tr>
<tr>
<td></td>
<td>(0.0027)</td>
<td>(0.0027)</td>
<td>(0.0029)</td>
<td>(0.00052)</td>
</tr>
<tr>
<td><strong>Mathematics High Grade</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.021***</td>
<td>0.020***</td>
<td>0.014**</td>
<td>0.0026***</td>
</tr>
<tr>
<td></td>
<td>(0.0059)</td>
<td>(0.0059)</td>
<td>(0.0064)</td>
<td>(0.00088)</td>
</tr>
<tr>
<td>Share of private school</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>LLM-Year fixed effect</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
</tbody>
</table>

Note: This table reports the estimated effects of the timetable reform on different educational outcomes using the Difference-in-Difference (DiD) design as specified by equation 1 in sample B. Columns 1-3 show the extensive marginal effect of the treatment (0, 1). Columns 4-6 show the extensive marginal (0–9 treatment). The placebo shows the dummy variable’s estimates for all treated schools for 1990–1994. Columns 1 and 4 show the treatment effect when no control for municipalities was used. In columns 2 and 5, the share of private schools in the municipality was added. In columns 3 and 6, LLM-year fixed effects are also added to the model. In all models, school fixed effect, year fixed effect, parental education, parental income, immigration status, the month of birth, and the gender of the students were added to the model.
<table>
<thead>
<tr>
<th>Year</th>
<th>Control Group</th>
<th>Level of Treatment</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>2000</td>
<td>79,967</td>
<td>26,876</td>
<td>53,091</td>
</tr>
<tr>
<td>2001</td>
<td>83,660</td>
<td>28,126</td>
<td>55,534</td>
</tr>
<tr>
<td>2002</td>
<td>85,560</td>
<td>28,912</td>
<td>56,648</td>
</tr>
<tr>
<td>2003</td>
<td>87,817</td>
<td>29,517</td>
<td>58,300</td>
</tr>
<tr>
<td>2004</td>
<td>93,811</td>
<td>31,915</td>
<td>61,896</td>
</tr>
<tr>
<td>2005</td>
<td>96,822</td>
<td>33,605</td>
<td>63,217</td>
</tr>
<tr>
<td>2006</td>
<td>102,843</td>
<td>36,098</td>
<td>66,745</td>
</tr>
<tr>
<td>2007</td>
<td>102,430</td>
<td>36,622</td>
<td>65,808</td>
</tr>
<tr>
<td>2008</td>
<td>100,996</td>
<td>36,697</td>
<td>64,309</td>
</tr>
<tr>
<td>2009</td>
<td>98,185</td>
<td>36,464</td>
<td>61,721</td>
</tr>
<tr>
<td>2010</td>
<td>94,753</td>
<td>35,703</td>
<td>59,050</td>
</tr>
<tr>
<td>2011</td>
<td>88,667</td>
<td>34,015</td>
<td>54,652</td>
</tr>
<tr>
<td>2012</td>
<td>83,456</td>
<td>32,574</td>
<td>50,882</td>
</tr>
<tr>
<td>Total</td>
<td>1,198,967</td>
<td>427,124</td>
<td>771,843</td>
</tr>
</tbody>
</table>

*Note:* This table shows the number of students who belong to treatment and control groups.
Table (B.10) Descriptive statistics for treated and control group one year before the treatment (1999)–Matched group

<table>
<thead>
<tr>
<th></th>
<th>Treatment</th>
<th>Control All</th>
<th>Δ All</th>
<th>Control A</th>
<th>Δ A</th>
<th>Control B</th>
<th>Δ B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immigrant(%)</td>
<td>3.38</td>
<td>3.51</td>
<td>-0.01</td>
<td>4.15</td>
<td>-0.08</td>
<td>2.68</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(8.20)</td>
<td>(10.40)</td>
<td></td>
<td>(10.08)</td>
<td></td>
<td>(8.25)</td>
<td></td>
</tr>
<tr>
<td>Females(%)</td>
<td>48.66</td>
<td>47.84</td>
<td>0.11</td>
<td>47.72</td>
<td>0.09</td>
<td>48.08</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>(5.84)</td>
<td>(9.14)</td>
<td></td>
<td>(12.97)</td>
<td></td>
<td>(9.17)</td>
<td></td>
</tr>
<tr>
<td>Fathers Years of education</td>
<td>11.49</td>
<td>11.47</td>
<td>0.02</td>
<td>11.60</td>
<td>-0.14</td>
<td>11.40</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>(0.91)</td>
<td>(1.00)</td>
<td></td>
<td>(1.03)</td>
<td></td>
<td>(0.97)</td>
<td></td>
</tr>
<tr>
<td>Mother Years of education</td>
<td>11.53</td>
<td>11.50</td>
<td>0.04</td>
<td>11.60</td>
<td>-0.07</td>
<td>11.49</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>(0.81)</td>
<td>(0.89)</td>
<td></td>
<td>(1.04)</td>
<td></td>
<td>(0.78)</td>
<td></td>
</tr>
<tr>
<td>Father income (log)</td>
<td>7.17</td>
<td>7.18</td>
<td>-0.01</td>
<td>7.16</td>
<td>0.04</td>
<td>7.18</td>
<td>-0.00</td>
</tr>
<tr>
<td></td>
<td>(0.37)</td>
<td>(0.36)</td>
<td></td>
<td>(0.49)</td>
<td></td>
<td>(0.33)</td>
<td></td>
</tr>
<tr>
<td>Mother income (log)</td>
<td>6.86</td>
<td>6.85</td>
<td>0.04</td>
<td>6.84</td>
<td>0.04</td>
<td>6.85</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>(0.33)</td>
<td>(0.37)</td>
<td></td>
<td>(0.45)</td>
<td></td>
<td>(0.29)</td>
<td></td>
</tr>
<tr>
<td>Municipality size (1–10)</td>
<td>3.89</td>
<td>3.95</td>
<td>-0.03</td>
<td>3.32</td>
<td>0.28</td>
<td>4.45</td>
<td>-0.25</td>
</tr>
<tr>
<td></td>
<td>(2.09)</td>
<td>(2.35)</td>
<td></td>
<td>(1.99)</td>
<td></td>
<td>(2.36)</td>
<td></td>
</tr>
<tr>
<td>School size</td>
<td>100.52</td>
<td>92.60</td>
<td>0.19</td>
<td>86.68</td>
<td>0.31</td>
<td>90.83</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>(41.64)</td>
<td>(42.96)</td>
<td></td>
<td>(47.74)</td>
<td></td>
<td>(43.60)</td>
<td></td>
</tr>
<tr>
<td>GPA (0–320)</td>
<td>200.67</td>
<td>200.69</td>
<td>-0.00</td>
<td>196.51</td>
<td>0.15</td>
<td>201.50</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>(13.98)</td>
<td>(23.98)</td>
<td></td>
<td>(35.69)</td>
<td></td>
<td>(20.51)</td>
<td></td>
</tr>
<tr>
<td>Percentile Rank (1–100)</td>
<td>50.11</td>
<td>50.29</td>
<td>-0.02</td>
<td>49.02</td>
<td>0.10</td>
<td>50.46</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>(6.81)</td>
<td>(10.21)</td>
<td></td>
<td>(13.63)</td>
<td></td>
<td>(8.82)</td>
<td></td>
</tr>
<tr>
<td>Choosing STEM (%)</td>
<td>21.49</td>
<td>21.33</td>
<td>0.02</td>
<td>21.52</td>
<td>-0.00</td>
<td>20.71</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>(8.66)</td>
<td>(10.10)</td>
<td></td>
<td>(12.76)</td>
<td></td>
<td>(9.67)</td>
<td></td>
</tr>
<tr>
<td>Years of education</td>
<td>12.51</td>
<td>12.49</td>
<td>0.04</td>
<td>12.41</td>
<td>0.14</td>
<td>12.54</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>(0.43)</td>
<td>(0.64)</td>
<td></td>
<td>(0.88)</td>
<td></td>
<td>(0.52)</td>
<td></td>
</tr>
<tr>
<td>Low education (%)</td>
<td>16.98</td>
<td>17.43</td>
<td>-0.04</td>
<td>19.75</td>
<td>-0.20</td>
<td>16.13</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(8.50)</td>
<td>(12.84)</td>
<td></td>
<td>(17.80)</td>
<td></td>
<td>(10.32)</td>
<td></td>
</tr>
<tr>
<td>Finished Upper Secondary (%)</td>
<td>84.28</td>
<td>83.95</td>
<td>0.03</td>
<td>80.69</td>
<td>0.25</td>
<td>85.91</td>
<td>-0.19</td>
</tr>
<tr>
<td></td>
<td>(7.87)</td>
<td>(13.01)</td>
<td></td>
<td>(18.51)</td>
<td></td>
<td>(9.18)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>183</td>
<td>539</td>
<td>273</td>
<td>435</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: This table shows descriptive statistics for the treated group, All control, control A, and control B after matching. Besides each control group, the normalized difference is calculated.
C Defining Variable in Heterogeneity Section

- Large city and Urban area: This variable followed Swedish municipalities’ 2017 classification. The municipalities are categorized into nine groups, from very large municipalities (category 1) to rural municipalities with a visitor industry (category 9). Large cities are categorized 1–4 and rural area are categorized 5-9.

- Small and large schools: To define the school size, the number of students in each school in each year was sorted from the smallest to the largest in 100 equal groups. Small schools were ranked 1–50, and large schools were ranked 51–100.

- Low education parents: A dummy variable were used to indicate whether both parents had a low level of education (more than 11 years)

- High education parents: High education parents meant that at least one of the parents had education of more than 15 years.

- Low and high parent income: To construct this variable, the income of both parents was added when students were in grade 9. The parent income was sorted from lowest to the highest. The first quartile of the parents’ income rank in each year is categorized as low income, and the fourth quartile is classified as high income.
Short-term and long-term effects of GDP on traffic deaths in 18 OECD countries, 1960–2011

Iman Dadgar, Thor Norström

ABSTRACT

Background Research suggests that increases in gross domestic product (GDP) lead to increases in traffic deaths plausibly due to the increased road traffic induced by an expanding economy. However, there also seems to exist a long-term effect of economic growth that is manifested in improved traffic safety and reduced rates of traffic deaths. Previous studies focus on either the short-term, procyclical effect, or the long-term, protective effect. The aim of the present study is to estimate the short-term and long-term effects jointly in order to assess the net impact of GDP on traffic mortality.

Methods We extracted traffic death rates for the period 1960–2011 from the WHO Mortality Database for 18 OECD countries. Data on GDP/capita were obtained from the Maddison Project. We performed error correction modelling to estimate the short-term and long-term effects of GDP on the traffic death rates.

Results The estimates from the error correction modelling for the entire study period suggested that a one-unit increase (US$1000) in GDP/capita yields an instantaneous short-term increase in the traffic death rate by 0.58 (p<0.001), and a long-term decrease equal to −1.59 (p<0.001). However, period-specific analyses revealed a structural break implying that the procyclical effect outweighs the protective effect in the period prior to 1976, whereas the reverse is true for the period 1976–2011.

Conclusions An increase in GDP leads to an immediate increase in traffic deaths. However, after the mid-1970s this short-term effect is more than outweighed by a markedly stronger protective long-term effect, whereas the reverse is true for the period before the mid-1970s.

INTRODUCTION

In 2013, 1.25 million lives worldwide were lost on the roads, which makes traffic crashes the ninth leading cause of death.1 It is thus of great importance to get a better understanding of the driving forces behind changes in traffic deaths. The present paper will focus on the role of economic development as indicated by per-capita gross domestic product (GDP).

Previous research shows that increases in GDP are associated with increases in traffic deaths; this is a short-term effect mainly due to the increased road traffic induced by an expanding economy. However, at least in high-income countries, there seems to exist a long-term effect of economic growth that is manifested in improved traffic safety and reduced rates of traffic deaths. Extant research in the field tends to focus on either the short-term, procyclical effect, or the long-term, protective effect. However, both of these effects need to be considered jointly in order to assess the net impact of GDP on traffic mortality. In the present paper, we achieve this by analysing cross-sectional time series data for 18 affluent countries spanning the time period 1960–2011.

BACKGROUND

The relation between economic fluctuations and population health is complex and seemingly contradictory. This may explain why the received wisdom concerning this relationship has undergone some quite substantial shifts. It is clear that economic downturns in past historical centuries led to severe malnutrition and starvation and thus worsened population health. Economic growth, on the other hand, was conducive to education, improved sanitation and living conditions and, in the end, lowered mortality.2 However, as demonstrated by Preston,3 there is a diminishing health return to economic growth, and there are even indications that economic downturns in highly industrialised societies may improve population health. The explanation to this counterintuitive finding is that although a downturn in all probability has a detrimental health effect on those who are severely hit, for example, by losing their jobs, this negative effect may be more or less offset by a beneficial health effect on the remaining, and much larger, part of the population. Several plausible mechanisms underlying the latter effect have been suggested and substantiated. A slowdown in the economy is thus associated with reduced overtime and work-related stress, less driving and car crashes, less air pollutions and reduced intake of unhealthy products such as alcohol and tobacco.4–7 Already in the early 20th century, there were reports8 suggesting that economic booms were associated with increased traffic deaths; this is in contrast to the opposite true for economic downturns. However, these results were ignored for a long time, probably because they appeared to run counter to intuition.9

The investigation by Ruhm7 was one of the first well-designed studies in the field; on the basis of fixed-effects modelling of US state data for the period 1972–1991, he found that recessions are associated with lowered all-cause mortality. More detailed, cause-specific, analyses revealed that traffic deaths especially decreased during bad times. The procyclical relation between macroeconomic conditions and traffic deaths is echoed in other single-country studies, including Neumayer,10 who analysed German state-panel data, Farmer11 using US monthly time-series data and studies relying on annual US state-panel data,12 13 as well as
in large-scale studies based on cross-sectional time-series data covering a large number of countries\textsuperscript{14–17} (see Hakim \textit{et al}.\textsuperscript{18} for a review of older studies pointing in the same direction). Various mechanisms underlying the procyclical effect on traffic deaths have been suggested in the literature. The most self-evident is that increased income tends to increase exposure, that is, driving, including commuting and freight transportation.\textsuperscript{19} Macroeconomic fluctuations also tend to affect the composition of drivers in a way that impacts on traffic risks. Thus, young people, who have an elevated accident risk, are often more likely to become unemployed and thus drive less compared to others in bad times. Further, the number of inexperienced drivers may decrease in recessions due to a decreased number of new driving license holders.

However, considering the steady growth in GDP and the marked downward trend in traffic death rates in affluent countries during the last half-century,\textsuperscript{11} there must reasonably exist some mechanism countervailing the procyclical effect. In fact, although the procyclical short-term effect of GDP on traffic deaths seems plausible and well substantiated empirically, a long-term protective effect seems equally likely. Thus, safer roads, safer vehicles\textsuperscript{20,21} and improved medical treatment\textsuperscript{22,23} are three factors that have been found important for improving traffic safety and reducing traffic deaths, and these three factors are in all probability correlated with GDP. Additional efficient preventive measures that are likely to be linked to GDP include speed limits,\textsuperscript{24–27} seat-belt usage,\textsuperscript{25} and legal maximum alcohol limits for driving.\textsuperscript{28} In regard to empirical evidence of a protective effect, the studies by Kopits and Cropper\textsuperscript{29} and van Beeck \textit{et al}.\textsuperscript{30} based on data for a large number of countries, suggest that increasing prosperity is protective against traffic deaths in developed countries.

In conclusion, the hypothesis of a procyclical short-term and the hypothesis of a protective long-term effect of GDP on traffic deaths seem well corroborated and empirically supported. However, extant research has tended to focus on one or the other of these effects, but to get insights about the net effect it is necessary to consider them jointly by applying a more comprehensive approach. Such an approach is indeed a logical sequel of two of the more recent studies in the field.\textsuperscript{15,16} Although both of them focus the procyclical short-term effect, Chen\textsuperscript{15} hints at possible beneficial effects of economic prosperity on road safety from a long-term perspective, whereas Yannis \textit{et al}.\textsuperscript{16} emphasise that future research should also consider the long-term relationship between GDP and traffic deaths by applying the type of statistical techniques that we will actually make use of. The main aim of our study is thus to apply a modelling technique that estimates the short-term as well as long-term impact of GDP on traffic deaths.

However, there are two additional topics that we will address; the possibility of a structural shift and the potential impact of seat belt legislation. On the basis of data for 21 OECD countries, van Beeck \textit{et al}.\textsuperscript{19} report a reversal in the cross-sectional relation between GDP and traffic death rates; the correlation was positive prior to the mid-1970s, thereafter it became negative. A plausible explanation of this shift, offered by the authors, is that in the early, less prosperous period, there was a stronger link between GDP and exposure (driving) than in the later period when mobility had levelled off. In this later period, GDP instead became protective by facilitating, for example, improvements in traffic infrastructure. To investigate whether a corresponding shift is present in the temporal association between GDP and traffic deaths, we analysed two subperiods, 1960–1975 and 1976–2011.

** DATA AND METHOD **

The study comprises 18 OECD countries, and the longest observation period is 1960–2011, although it is appreciably shorter for some countries (see table 1). Age-specific road traffic mortality data for women and men were obtained from the WHO Mortality Database (Geneva). (Table 2 shows which ICD codes were included.) Age-standardised mortality rates (number of deaths per 100 000 population) were constructed following WHO World Standard.\textsuperscript{30} Different ICD classifications have been used during the study period, from ICD-7 to ICD-10. Possible influences of revisions of ICD classification were captured by dummy variables. Missing mortality data (table 1) were imputed through linear interpolation; dummy variables were created for these years. Data on per-capita GDP, expressed in Purchasing Power Parity (PPP), converted into US dollars of 1990 years value, were obtained from the Maddison Project\textsuperscript{31}.

We performed age-specific analyses in addition to analyses for the adult population (20+), which we regard as the main outcome. Data on mandatory seat belt legislation were obtained from ref.\textsuperscript{32} and various national sources. A dummy variable was created that took the value 1 at the year of legislation and onwards, and 0 otherwise. An alternative coding assumed a

\begin{table}[h]
\centering
\begin{tabular}{llrr}
\hline
Country   & Observation period & GDP & Mortality  \\
\hline
Australia & 1960–2011          & 13.05 & 20.55       \\
Denmark   & 1960–2009          & 13.35 & 13.94       \\
Finland   & 1960–2009          & 10.9  & 14.63       \\
Germany   & 1960–2011          & 11.27 & 17.48       \\
Italy     & 1960–2010          & 9.98  & 18.97       \\
Sweden    & 1960–2009          & 12.8  & 8.98        \\
Switzerland & 1960–2009      & 15.71 & 10.69       \\
The Netherlands & 1960–2010 & 12.54 & 16.97       \\
Total    & 12.32 & 16.58       \\
\hline
\end{tabular}
\caption{Descriptive statistics (period average) for GDP/capita (US$1000) and traffic deaths per 100 000 in the age group 20 years and above}
\end{table}

Although it would be of interest to include additional factors potentially impacting traffic death rates, lack of comparable data makes it unfeasible to do so in the same direction. The implementation of seat belt legislation. Seat belt use is considered to be the single most effective means of reducing injuries in the event of a motor vehicle crash.\textsuperscript{26} Mandatory seat belt laws should thus have a considerable potential in affecting traffic mortality rates. This is also borne out in a review of evaluations of such laws.\textsuperscript{27} Such evaluations are typically before- and after-trials without control areas, although there are certainly more sophisticated studies as well, for example relying on US state-panel data.
gradual impact where the legislation year was coded 0.5, next year 0.75 and then 1.

We included an interaction term to capture the possible excess effect of GDP during the years of the financial crisis. The interaction term was constructed as follows:

$$\text{GDPcrisis}_t = \text{GDP}_t \times \text{Crisis}_t \quad (1)$$

where Crisis is a country-specific variable that takes the value 0 in years with no recession, 0.25 in years with a 1-quarter recession and so forth, and 1 in years with 4 quarters of recession. The common recession definition was used, that is, that a recession occurred when GDP has contracted for at least two consecutive quarters. Data were obtained from Eurostat and OECD.

We used two different methodological techniques to investigate the relationship between GDP and traffic deaths. The rationale for this is that triangulating findings from different methods should reduce the risk of obtaining method-bound results. Both methods explore within-country variation only (fixed-effects models). The first method relies on the error correction model (ECM), whereas the second method is based on a model including contemporaneous GDP (to gauge the short-term effect), and a weighted sum of past GDP (to assess the long-term effect). A brief description of the two methods is given below.

Although error correction modelling is a standard tool in economics, it is, as pointed out by De Boef and Keele, underused in other branches of social science. Error correction modelling is useful when short-term and long-term dynamics are focused; its feasibility in the present context is highlighted by Yannis et al., although they described it as demanding and did not apply it. We chose the single-equation approach for estimating our ECMs. The simulation results suggest that this approach performs well as illustrated by Engle and Granger. Following standard specification, our ECM looks as follows in its most basic form:

$$\Delta \text{Mortality}_t = \alpha + \beta_0 \Delta \text{GDP}_t + \beta_1 \text{Mortality}_{t-1} + \lambda (\Delta \text{GDP}_{t-1} + \epsilon_t) \quad (2)$$

In this equation, $\beta_0$ indicates the instantaneous, short-term effect of a change in GDP on mortality, whereas $\beta_1$ estimates the speed at which the long-term effect operates. If such an effect does exist, the estimate of $\beta_1$ should be negative and statistically significant. The model assumes that the long-term effect decays geometrically; thus $1 - (1 - \lambda)\beta_1$ corresponds to the lag parameter in a lag scheme with geometrically declining lag weights (which we will make use of in our second modelling approach). The total long-term effect is calculated as $\beta_1 / (1 - \lambda)$. Prior to estimating an ECM, it is necessary to carry out some key tests. These analyses comprised two steps; first, we tested for unit root using the Fisher-type ADF panel unit root test. If the independent and dependent variables prove to be integrated of the order I(1), the next step is to test whether they are cointegrated. We used the panel cointegration tests developed by Westerlund, denoted $P_{cn}$ and $P_{an}$. Simulation results indicate that the tests have better small-sample properties and power than other commonly used panel cointegration tests, eg, the Pedroni tests. The simulations further indicate that each of the two tests has its own merits and limitations and should thus be considered jointly. The tests accommodate various forms of heterogeneity and also generate p values that are robust against cross-sectional dependencies via bootstrapping. Provided the tests indicate cointegration, it is appropriate to proceed to error correction modelling.

Our second methodological technique is a modified version of an approach that is commonly applied in alcohol epidemiology to assess a relation that involves a marked lag-structure, for example, the relation between per-capita alcohol consumption and liver cirrhosis mortality. We will refer to the model as weighted lag model (WLM), and it is specified as follows:

$$\Delta \text{Mortality}_t = \alpha + \beta_0 \Delta \text{GDP}_t + \beta_1 \text{Mortality}_{t-1} + \epsilon_t \quad (3)$$

In this model, $\beta_0$ indicates the instantaneous, short-term effect of a change in GDP on mortality, whereas the long-term effect is assessed by the estimated effect of a weighted sum of lagged values of GDP computed as follows:

$$\Delta \text{GDP}_t = (\lambda \Delta \text{GDP}_{t-1} + \lambda^2 \Delta \text{GDP}_{t-2} + \lambda^3 \Delta \text{GDP}_{t-3} + \cdots + \lambda^n \Delta \text{GDP}_{t-n}) / \sum_{k=1}^{n} \lambda^k \quad (4)$$

The lag scheme was truncated at lag 15, and the lag parameter ($\lambda$) was fixed a priori to the value estimated by the ECM, as described above. In the age-specific estimations of model (4), we used the estimated lag parameter ($\lambda$) from the corresponding ECM. As noted above, the observation period for the mortality data starts 1960. However, to not lose observations in the analyses that include the weighted GDP-indicator, the series for GDP begin 1945.

All estimated models included the crises variable (as specified above), dummy variables for the interpolations and various ICD classifications. We also included country-specific dummies to

---

Table 2: ICD codes for traffic mortality data

<table>
<thead>
<tr>
<th>Cause of death</th>
<th>ICD-10</th>
<th>ICD-9</th>
<th>ICD-8</th>
<th>ICD-7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Pedestrian injured in collision with</td>
<td>V02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>two-wheeled or three-wheeled motor vehicle</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Pedestrian injured in collision with car,</td>
<td>V03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pick-up truck or van</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Pedestrian injured in collision with</td>
<td>V04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>heavy transport vehicle or bus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Pedal cyclist injured in collision with</td>
<td>V12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>two-wheeled or three-wheeled motor vehicle</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 Pedal cyclist injured in collision with</td>
<td>V13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>heavy transport vehicle or bus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 Pedal cyclist injured in collision with</td>
<td>V14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>car, pick-up truck or van</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 Motorcycle rider injured in transport</td>
<td>V20–V29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>accident</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 Occupant of three-wheeled motor vehicle</td>
<td>V30–V39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>injured in transport accident</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 Car occupant injured in transport accident</td>
<td>V40–V49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 Occupant of pick-up truck or van</td>
<td>V50–V59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>injured in transport accident</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 Occupant of heavy transport vehicle</td>
<td>V60–V69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>injured in transport accident</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 Bus occupant injured in transport</td>
<td>V70–V79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>accident</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13 Person injured in unspecified motor</td>
<td>V89.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vehicle accident, traffic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total of I–13: B471, A138, A138
account for the possible heterogeneity due to unobserved characteristics that may remain after differencing. A complication with time-series cross-sectional data is the likely presence of serial and spatial (cross-country) dependence of the errors, which yields a downward bias of the OLS estimates of the SEs. We thus chose a modelling technique that addresses this complication in two ways. First, it accounts for spatial dependence of the errors by applying the more conservative panel-corrected SEs suggested by Beck and Katz. Simulation results indicated that the panel-corrected SEs performed excellently; the procedure also yields a correction for any panel heteroscedasticity. Secondly, our modelling technique accounts for serial dependence by including panel-specific autoregressive parameters for estimation of residual autocorrelation.

On the basis of the panel-corrected SEs, we used the Bewley transformation regression (also described in De Boef and Keele) to estimate SEs and significance levels of the long-term effect in the ECMs. As a robustness test, we estimated equation (2) by using a heteroscedastic method, that is, Pesaran and Smith’s mean group estimator (MG), which accommodates heterogeneous effects (slope coefficients) across panels.

All statistical analyses were performed with Stata Y14 (StataCorp, College Station, Texas, USA).

RESULTS

Descriptive statistics are found in table 1. As can be seen in figure 1, all countries experienced a steady growth in GDP during the study period. Another trait common to most countries is the decreasing trend in the death rate following an initial increase, although the length of the initial increase varies across countries.


The outcome of the panel unit root tests of GDP and various traffic death rates (table 3) suggests that for most of the eight variables the null hypothesis of unit root cannot be rejected by any of the four statistics, and the null cannot be rejected for any of the variables by the PM-test, which is a recommended test in large panels. We thus regard all our variables as having a unit root and proceed to test whether the relation between GDP and traffic deaths is cointegrated. Table 4 shows that the null hypothesis of no cointegration was rejected by at least one of the two panel tests in all age groups, except for the age group 0–19 years. We thus proceed to the estimation of the ECMs for the age groups above 19 years.

Table 5 displays the estimates of the ECMs. According to the outcome, the short-term effect implies that a one-unit increase (US$1000) in GDP/capita yields an instantaneous increase in the total death rate by 0.58 in the adult population (20+). As expected, the long-term effect has a negative sign and is estimated at −1.59. Both of these estimates were strongly statistically significant. The estimates from the alternative model (WLM), displayed in table 6, were fairly consistent with those from the ECM. All age-specific estimates but one were statistically significant; the variation in effects across age groups does not show any systematic pattern.

The interaction term (GDPcrisis) capturing the possible excess effect of GDP during the years of the financial crisis was clearly insignificant in all model estimations (estimates not shown). The dummy variables for changes in ICD classifications were also statistically insignificant, except for the ICD-10 dummy variable that was significant in some of the age-specific analyses (estimates not shown). The estimated effects of seat belt legislation had the expected negative sign, but did not reach statistical significance in any of the age groups (estimates not shown). The outcome from the robustness test (reported in online supplementary appendix) where we used a method that allows for heterogeneous effects across panels is consistent with the estimates reported above.

The period-specific model estimates (table 5, last rows) suggest a structural shift in the relation between GDP and traffic deaths. The protective long-term effect is about equally strong in both periods, whereas the procyclical short-term effect is markedly stronger in the early period than in the late period (t-value for difference=3.15, p<0.002). Further, in the late period the protective effect outweighs the procyclical effect, whereas the reverse is true for the early period.

The diagnostics of the residuals are satisfactory with regard to stationarity, whereas the autocorrelation is significant in the models for the three oldest age groups, but not in the model for our main outcome (20+). The cross-unit correlations are not very strong, but still statistically significant. However, this should not be a concern as the SEs we use are corrected for this kind of spatial correlation as described above. (The uncorrected SEs in the model for our main outcome (20+) are about 35% smaller.)

DISCUSSION

Previous research suggests that an increase in GDP is associated with an increase in traffic deaths; the most important mechanism underlying this relation is likely increased private and commercial road transport spurred by an expanding economy. On the other hand, there is also empirical support for the obvious assumption that economic growth creates resources that can be invested in safer traffic infrastructure leading to a long-term decrease in death rates. In the present study, we have strived to integrate these two strands of the literature and to apply a more comprehensive modelling approach in which the short-term and long-term effects were estimated jointly. Our results are indeed in line with these previously reported findings that road mortality is procyclical in the short run, but protective in the long run. However, the novelty of our findings is that they indicate the net of these opposing effects. In the analysis of the entire period, the long-term effect was markedly stronger than the short-term effect. However, period-specific analyses revealed a structural break implying that the protective effect outweighs the procyclical effect only in the period after 1975, whereas the reverse is true for the period 1960–1975. This outcome accords with the common pattern of a positive trend in GDP accompanied by an initial increase in the death rate, which was followed by a decreasing trend.

Our findings should also be regarded in a wider context. As noted in the introduction, there is a large number of studies suggesting that overall mortality, a common proxy for population health, is procyclical. It is worth pointing out that this is to a substantial extent driven by the procyclical character of traffic deaths and that the long-term protective dynamics are typically not considered in this literature.

Our finding that there is no excess effect of the economic crisis that bursted in the fall of 2007 (the Great Recession) accords with the outcome reported in a study with a similar design as the present study. That investigation found a statistically significant effect of the unemployment rate on suicide, but this effect was thus not reinforced by the Great Recession. One possible reason for the absence of any significant impact of seat belt legislation is that the implementation of this regulation was fairly synchronised across countries, occurring typically in 1975...
Figure 1  Trends in GDP/capita (US$1000, solid line) and traffic deaths per 100 000 in the age group 20 years and above (dashed line). GDP, gross domestic product.
<table>
<thead>
<tr>
<th>Table 3</th>
<th>Fisher-type ADF panel unit root tests of H0: all panels contain unit roots against H1: at least one panel is stationary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistic</td>
</tr>
<tr>
<td>Inverse χ²  P</td>
<td>14.12</td>
</tr>
<tr>
<td>Inverse normal Z</td>
<td>2.84</td>
</tr>
<tr>
<td>Inverse logit L</td>
<td>2.81</td>
</tr>
<tr>
<td>Modified inv. χ² Pm</td>
<td>−2.58</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Westerlund panel cointegration tests of H0: no cointegration for panels against H1: cointegration for all panels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistic</td>
</tr>
<tr>
<td>Pa</td>
<td>−7.27</td>
</tr>
<tr>
<td>Pt</td>
<td>−9.36</td>
</tr>
</tbody>
</table>

Robust P are p values which are robust against cross-sectional dependencies obtained via bootstrapping (number of bootstraps was set to 800). 22

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Estimates of GDP/capita (US$1000) on traffic death rates (per 100 000) based on ECMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group</td>
<td>ΔGDP_t−1</td>
</tr>
<tr>
<td>20+</td>
<td>906</td>
</tr>
<tr>
<td>20–34</td>
<td>906</td>
</tr>
<tr>
<td>35–49</td>
<td>906</td>
</tr>
<tr>
<td>50–64</td>
<td>906</td>
</tr>
<tr>
<td>65+</td>
<td>906</td>
</tr>
<tr>
<td>20+;&lt;=1975</td>
<td>270</td>
</tr>
<tr>
<td>20+; &gt;1975</td>
<td>636</td>
</tr>
</tbody>
</table>

Residual diagnostics:
1. Pesaran’s panel data unit root test for stationarity (CIPS, robust against cross-sectional dependencies). 22 H0: panels contain unit roots; H1: panels are stationary.
2. Wooldridge test for autocorrelation in panel data. 23 H0: no first-order autocorrelation; H1: first-order autocorrelation.
3. Pesaran’s test of cross-sectional independence. 24 H0: cross-units are independent; H1: cross-units are dependent.
4. Averaged absolute cross-panel correlation coefficient.

ECMs, error correction models; GDP, gross domestic product.
or 1976. Further, the degree and pace by which legislation affected actual seat belt usage probably varies between countries. Before concluding, we wish to highlight the major strengths and limitations of our study. Our findings are based on two conservative methods each of which has its own, but not identical weaknesses. Although the consistency of the outcomes thus seems reassuring, the risk of omitted variable bias can never be dismissed in the present kind of research. However, it should be noted that although there are numerous factors that affect the traffic death rate, only omitted factors that also are synchronised with changes in traffic mortality as well as GDP would bias our outcomes. Our data comprise a large number of countries spanning quite a long time period. However, these data represent affluent countries during a fairly prosperous historical epoch, which limits the generalisability of our findings.

### Table 6: Estimates of GDP/capita (US$1,000) on traffic death rates (per 100,000) based on WLMs

<table>
<thead>
<tr>
<th>Age group</th>
<th>N</th>
<th>EST</th>
<th>SE</th>
<th>p Value</th>
<th>EST</th>
<th>SE</th>
<th>p Value</th>
<th>1</th>
<th>Statistics</th>
<th>p Value</th>
<th>2</th>
<th>Statistics</th>
<th>p Value</th>
<th>3</th>
<th>Statistics</th>
<th>p Value</th>
<th>4</th>
<th>Statistics</th>
<th>p Value</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>20+</td>
<td>906</td>
<td>0.67</td>
<td>0.19</td>
<td>&lt;0.001</td>
<td>-1.31</td>
<td>0.47</td>
<td>0.005</td>
<td>-19.17</td>
<td>&lt;0.001</td>
<td>1.22</td>
<td>0.285</td>
<td>14.27</td>
<td>&lt;0.001</td>
<td>0.193</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20–34</td>
<td>906</td>
<td>1.02</td>
<td>0.22</td>
<td>&lt;0.001</td>
<td>-1.52</td>
<td>0.56</td>
<td>0.006</td>
<td>-19.61</td>
<td>&lt;0.001</td>
<td>0.44</td>
<td>0.516</td>
<td>8.78</td>
<td>&lt;0.001</td>
<td>0.154</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35–49</td>
<td>906</td>
<td>0.39</td>
<td>0.18</td>
<td>0.027</td>
<td>-1.04</td>
<td>0.42</td>
<td>0.013</td>
<td>-19.71</td>
<td>&lt;0.001</td>
<td>8.92</td>
<td>0.008</td>
<td>9.54</td>
<td>&lt;0.001</td>
<td>0.160</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50–64</td>
<td>906</td>
<td>0.53</td>
<td>0.22</td>
<td>0.015</td>
<td>-1.31</td>
<td>0.55</td>
<td>0.017</td>
<td>-19.83</td>
<td>&lt;0.001</td>
<td>9.45</td>
<td>0.007</td>
<td>10.83</td>
<td>&lt;0.001</td>
<td>0.195</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65+</td>
<td>906</td>
<td>0.93</td>
<td>0.35</td>
<td>0.007</td>
<td>-1.70</td>
<td>0.78</td>
<td>0.029</td>
<td>-19.50</td>
<td>&lt;0.001</td>
<td>4.97</td>
<td>0.040</td>
<td>11.51</td>
<td>&lt;0.001</td>
<td>0.179</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Residual diagnostics:
1. Pesaran’s panel data unit root test for stationarity (ICPS, robust against cross-sectional dependence).18,19 H0: panels contain unit roots; H1: panels are stationary.
2. Wooldridge test for autocorrelation in panel data.20 H0: no first-order autocorrelation; H1: first-order autocorrelation.
3. Pesaran’s test of cross-sectional independence.21 H0: cross-units are independent; H1: cross-units are dependent.
4. Averaged absolute cross-panel correlation coefficient.
GDP: gross domestic product; WLMs: weighted lag models.

In conclusion, an increase in GDP leads to an immediate increase in traffic deaths. However, after the mid-1970s this short-term effect is more than outweighed by a markedly stronger protective long-term effect, whereas the reverse is true for the period before the mid-1970s.
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Is there a link between all-cause mortality and economic fluctuations?
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Abstract

Background: All-cause mortality is a global indicator of the overall health of the population, and its relation to the macro economy is thus of vital interest. The main aim was to estimate the short-term and the long-term impact of macroeconomic change on all-cause mortality. Variations in the unemployment rate were used as indicator of temporary fluctuations in the economy. Methods: We used time-series data for 21 OECD countries spanning the period 1960–2018. We used four outcomes: total mortality (0+), infant mortality (<1), mortality in the age-group 20–64, and old-age mortality (65+). Data on GDP/capita were obtained from the Maddison Project. Unemployment data (% unemployed in the work force) were sourced from Eurostat. We applied error correction modeling to estimate the short-term and the long-term impact of macroeconomic change on all-cause mortality. Results: We found that increases in unemployment were statistically significantly associated with decreases in all mortality outcomes except old-age mortality. Increases in GDP were associated with significant lowering long-term effects on mortality. Conclusions: Our findings, based on data from predominantly affluent countries, suggest that an increase in unemployment leads to a decrease in all-cause mortality. However, economic growth, as indicated by increased GDP, has a long-term protective health impact as indexed by lowered mortality.

Keywords: all-cause mortality, GDP, unemployment. Great Recession, error correction model

Introduction

All-cause mortality is a classic indicator of the overall health of the population [1]. It is therefore of great concern to get a better understanding of the driving forces behind changes in mortality. Using cross-sectional time-series data for 21 countries, this work studied the potential role of macroeconomic fluctuations as indicated by changes in unemployment and per capita gross domestic product (GDP).

Intuition could easily make one believe that recessions can only be for the worse, but as described below the relation between economic fluctuations and population health is complex and seemingly contradictory. This may explain why the received wisdom concerning this relationship has undergone some quite substantial shifts. It is clear that economic downturns in past historical centuries led to severe malnutrition and starvation and thus worsened population health. Economic growth, on the other hand, was conducive to education, improved sanitation and living conditions, and, in the end, lowered mortality [2]. However, as demonstrated by Preston [3] there is a diminishing health return to economic growth, and there are even indications that economic downturns in highly industrialized societies may improve population health. The explanation to this counterintuitive finding is that although a downturn in all probability has a detrimental effect on some outcomes, such as mental health as indexed by suicide [4], this negative effect may be more or less offset by a beneficial impact on other dimensions of health. Several examples of such beneficial effects have been suggested and substantiated. A slow-down in the economy is thus associated with reduced overtime and work-related stress, less driving and fewer car crashes, less air pollution, and reduced intake of...
unhealthy products such as alcohol and tobacco [4–6]. Already in the early 20th century there were reports (e.g. Ogburn and Thomas [7]) suggesting that economic booms were associated with increased mortality, while the opposite was true for economic downturns. However, these results were ignored for a long time, probably because they appeared to run counter to intuition. In the 1970s and 1980s, Harvey Brenner published a series of papers [8] suggesting marked negative influences of recessions on population health, as indexed by mortality rates. These findings attracted much interest; however, closer examinations of Brenner’s work [9] revealed serious methodological flaws, such as correlating trending time-series, and arbitrary specifications of lagged effects. The investigation by Ruhm [4] was one of the first well-designed studies in the field. On the basis of fixed-effects modelling of US state data for the period 1972–1991, his findings suggested that recessions are associated with improved health. More specifically, mortality from eight out of ten causes of death under study decreased during bad times, especially traffic fatalities. An important exception was suicide, which increased in downturns. Alluding to the title of his article, Ruhm ends with: ‘Are recessions good for your health? Surprisingly, the answer appears to be yes’. This finding was replicated by Tapia Granados’ study [10], based on US data for the period 1900–1996. Findings from some additional country studies [11, 12] point in the same direction. Some studies use cross-sectional time-series data including a large set of countries. Thus Gerdtham and Ruhm [6] analysed time-series data for 23 Organisation for Economic Co-operation and Development (OECD) countries for the period 1960–1997, and concluded that economic expansion was associated with increased all-cause mortality; these results were replicated in a similar study by Bilal et al. [13]. There are some studies that report non-significant associations between all-cause mortality and economic fluctuations, including one investigation based on Danish data [14], and another study relying on time-series data for 26 European Union countries [15]. Further, one study [16], based on Danish and US data, found that upturns in the economy were associated with decreases in mortality. In sum, although most of the well-designed studies on this field suggest a procyclical effect, the overall pattern of the findings is far from conclusive (see the review by Catalano et al. [5] for a similar conclusion). Moreover, previous research has generally focused on the immediate, contemporaneous health effect of the economy, typically gauged by oscillations of the unemployment rate. A large body of research suggests that unemployment is associated with a range of adverse health outcomes (see elsewhere for reviews [5, 17]). Perhaps the most succinct unemployment effect is noted on indicators of mental health [18]. For instance, studies at individual as well as aggregate level suggest a link between unemployment and suicide risk [18]. Other outcomes associated with unemployment status include heart disease mortality and all-cause mortality [17]. However, two studies based on Finish data [19, 20] found that the unemployment effect on mortality was weaker the higher the unemployment rate, which indicates the presence of health selection; that people with poor health run an elevated risk of becoming unemployed. To minimize this source of bias, Böckerman and Ilmakunnas [21] applied fixed-effects modelling of panel data pertaining to Finland. Their findings showed no association between unemployment and self-assessed health. As noted above, several studies have even reported negative relations between unemployment rates and various fatality rates.

However, the presence of health-protective long-term effects of economic growth seems quite plausible. A case in point is traffic fatalities. Research suggests that economic upturns are associated with increases in traffic deaths [4]; this is likely a short-term effect mainly due to the increased road traffic induced by an expanding economy. However, at least in high-income countries, it seems reasonable to expect a long-term effect of economic growth that is manifested in safer vehicles and roads that leads to improved traffic safety and reduced rates of traffic deaths. The hypothesis of such a protective long-term effect of GDP on traffic deaths was supported by a study based on panel data for 18 OECD countries [22]. A similar line of reasoning should be applicable to all-cause mortality. During the last half-century, the period we focus upon, there has been a marked and steady decrease in all-cause mortality in affluent countries (see below). The driving forces behind this development, as suggested in the literature [1, 3, 23, 24], include improvements in nutrition, housing, educational level and medical treatment. Because all of these factors are to varying degrees linked to economic growth, it seems reasonable to hypothesize a long-term beneficial impact of GDP on population health.

Another issue concerns the possible heterogeneity in the association between economic change and mortality, that is, that certain country characteristics may modify the association at issue. For instance, previous research suggests that the pernicious unemployment effect on suicide is weaker the more generous the unemployment protection of the country [15, 25]. In the present context it may be hypothesized that a possible beneficial association between economic growth and population health would be stronger the larger share of GDP that is spent on...
welfare provisions. To test this notion, the countries were sorted into three groups (low, medium and high; see Table I) based on their ranking on spending on social insurance systems as % of GDP where 1=low, 2=medium and 3=high public spending.

Study aims

The main aim of this paper is thus to assess the short-term as well as the long-term impact of macroeconomic change on all-cause mortality, using data for 21 OECD countries spanning the period 1960–2018. In keeping with most previous studies, we will use changes in the unemployment rate as indicator of temporary fluctuations in the economy. The possible long-term impact of economic growth on mortality will be assessed by error correction modelling of the effect of GDP.

In sum, the main potential contributions of our paper are (i) that we span a long time period and include a large set of countries, making the findings more generalizable than those from previous studies; and (ii) that we assess the short-term as well as the long-term effect of economic change on mortality – this is an important issue because the short-term and the long-term effect may have opposite signs, a phenomenon that has not been addressed in previous research.

Data

The study comprises 21 OECD countries, and the longest observation period is 1960–2018, though it is somewhat shorter for some countries (see Table I). Age-specific mortality data were obtained from the World Health Organization (WHO) Mortality Data Base (Geneva). We used four outcomes: total mortality (0+), infant mortality (<1), working-age mortality (20–64), and old-age mortality (65+). The outcomes were expressed as number of deaths per 100,000 population, and were age-standardized following WHO World Standard. Unemployment data (% unemployed in the work force) were sourced from Eurostat. Data on gross domestic product/capita (GDP), expressed in Purchasing Power Parity (PPP), converted into US dollars of 1990 years value, were obtained from the Maddison Project [26].

Statistical analysis

Our analytical strategy for estimating the relation between mortality and the two economic indicators is to apply error correction modelling (ECM), which
is a feasible approach when short- and long-term dynamics are addressed [27]. Although ECM is a standard modelling tool in economics, it is, as pointed out by De Boef and Keele [27], under-utilized in other branches of social science.

However, prior to performing ECM it is necessary to carry out some initial analyses with respect to the variables where a long-term effect may be expected, that is, GDP and mortality. These analyses comprised two steps; first, we tested for unit root using the Fisher-Type ADF panel unit root test [28]. If the independent and dependent variables prove to be integrated of the order 1, the next step is to test whether they are cointegrated. Two variables, \( X \) and \( Y \), are cointegrated if there exists a linear combination of \( X \) and \( Y \) that is stationary around which the two series fluctuate. This implies that if \( X \) drifts off, \( Y \) is bound to follow suit, and in the long run the series will not diverge far apart. The theory of cointegration stems from Engle and Granger [29], and empirical examples include the relation between GDP and traffic fatalities [22]. We used the panel cointegration tests developed by Westerlund [30], denoted \( P_1 \) and \( P_2 \). Simulation results [30] indicate that the tests have better small-sample properties and power than other commonly used panel cointegration tests. The simulations further indicate that each of the two tests has its own merits and limitations, and should thus be considered jointly. The tests accommodate various forms of heterogeneity, and also generate \( p \)-values that are robust against cross-sectional dependencies via bootstrapping [30]. As detailed below, the outcome of these initial analyses suggested that both GDP and mortality were integrated of the order 1, and that they were cointegrated according to at least one of the two tests; the conditions for performing ECM were thus fulfilled.

Following standard specifications [27], our error correction model was specified as follows:

\[
\Delta \ln \text{Mortality}_{it} = \alpha + \beta_0 \Delta \text{GDP}_{it} + \beta_1 \ln \text{Mortality}_{it-1} + \beta_2 \text{GDP}_{it-1} + \beta_3 \Delta \text{Unemployment}_{it} + \beta_4 \text{CD} + \epsilon_{it} \quad (2)
\]

Following common practice (e.g. Ruhm [4]), we used the natural log of mortality as outcome. In this equation, \( \beta_0 \) indicates the instantaneous, short-term effect of a change in GDP on mortality, while \( \beta_1 \) estimates the speed at which the long-term effect operates. If such an effect actually exists, the estimate of \( \beta_1 \) should be negative and statistically significant. The model assumes that the long-term effect decays geometrically. The total long-term effect is calculated as \(-\beta_2/\beta_1 \). \( \text{CD} \) is a vector of country dummies.

A complication with cross-sectional time-series data is the likely presence of serial and spatial (cross-country) dependence of the errors, which yields a downward bias of the estimated standard errors (SEs). As a remedy, we applied a modelling technique that addresses this complication as follows. First, it accounts for spatial dependence of the errors by applying the more conservative panel-corrected SEs suggested by Beck and Katz [31]. Simulation results indicated that the panel-corrected SEs performed excellently; the procedure also yields a correction for any panel heteroscedasticity [31]. Secondly, our modelling technique accounts for temporal dependence by including panel-specific autoregressive parameters for estimation of residual autocorrelation. In addition, we included country-specific dummies to account for possible country-specific heterogeneity. It should be emphasized that our analytical design implies that only temporal within-country variation is exploited.

The analyses reported in the main tables were carried out on unweighted data. However, as a sensitivity test, the main analyses were also performed on data where the observations were weighted by the square root of the country population. To test for possible gender-specific effects, we estimated separate models for females and males. We also estimated separate models for the three country-groups with different levels of spending on public insurance systems.

We used the Bewley transformation regression [32] to estimate SEs and significance levels of the long-term effect in the ECMs. All statistical analyses were performed with Stata, V.15 (StataCorp).

**Results**

Table I displays descriptive statistics. As appears in Figure 1, there was a steady growth in GDP in all countries during the study period. Another trait common to all countries is the decreasing trend in mortality. In contrast, the trajectories in unemployment do not display any common pattern; for most countries there is no marked trend, but rather irregularly occurring peaks and troughs.

The results of the panel unit root tests of GDP and various mortality rates (Table II, panel A) suggest that for all variables the null hypothesis of unit root cannot be rejected by any of the four statistics. Given this outcome, we proceed to test whether the relation between GDP and mortality is cointegrated. Table II (panel B) shows that the null hypothesis of no cointegration was rejected by at least one of the two panel tests in all age groups. We thus proceeded to estimate the error correction models. The outcome is shown in Table III. The percentage change in mortality from a one-unit increase
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Figure 1. (Continued)
Figure 1. (Continued)
in an explanatory variable, $X$, is obtained by the expression, $\left(\exp\left(\hat{\beta}\right) - 1\right) \times 100$, where $\hat{\beta}$ is the estimated effect of $X$. An increase in the unemployment rate by 1 percentage point was thus estimated to give a decrease in total mortality by 0.3%. The corresponding figure for infant mortality and mortality in the age-group 20–64 years were 0.8 and 0.3%, respectively, while the estimate for old-age mortality was not statistically significant. A one-unit increase in GDP (in $1000, which on average corresponds to a relative increase in GDP by 3.3%) had no statistically significant instantaneous effect on infant mortality or old-age mortality, while the significant estimates for 20–64 years mortality and total mortality imply a reduction in mortality by 0.3 and 0.4%, respectively. Now turning to the long-term effect of a one-unit increase in GDP (i.e. corresponding to an increase by 3.3%), the results suggest a reduction in total mortality by 3.8%; the corresponding figures for infant mortality, 20–64 years mortality and old-age mortality were 4.6, 7.0 and 3.1%, respectively (all these estimates were statistically significant).

To put the key estimates into perspective, and to facilitate comparisons among them, we converted...
them into elasticities, confining ourselves to the effects on mortality in the whole population (Total). The outcome suggests that the elasticity for the short-term effect in GDP is \(-0.1259\); i.e. an increase in GDP by 1% would yield an instantaneous decrease in total mortality of 0.1259%. The corresponding figure for the long-term effect of GDP is \(-1.1429\), and for unemployment \(-0.0181\).

The estimates from the analyses based on weighted data (Table SII) differ little from these based on unweighted data. With regard to gender differences, the only more systematic pattern is that the long-term effect of GDP tends to be somewhat stronger in males than in females (Table SII). Finally, public spending on social insurance systems does not seem to modify the response of mortality to macroeconomic changes; the effect estimates display no systematic differences across the three country-groups (Table SIII).

### Discussion

Economic upturns seem to have beneficial effects on some causes of death, and detrimental on others; to assess the net effect of macroeconomic change it is thus feasible to focus upon a global outcome, such as all-cause mortality. In this study we used panel data for 21 OECD countries, spanning the period 1960–2018 to estimate the association between all-cause mortality and two key macroeconomic indicators, GDP and unemployment. The aim was to assess not only the short-term health effect of temporary fluctuations in the economy, as indicated by fluctuations in unemployment, but in addition to estimate the long-term effect of economic growth in GDP. We found that an increase in unemployment is associated with an improvement in population health (as indexed by total mortality). The size of the estimated effect, 0.3% decrease in mortality following a 1 percentage point increase in unemployment, is somewhat lower than most of the previously reported estimates, ranging from 0.4% [4] over 1.1% [33] to 2.2% [10]. It may seem surprising that also infant mortality was found to be negatively related to unemployment. However, a couple of previous studies that have reported similar findings substantiate some plausible underlying mechanisms, viz. that recessions tend to lower levels of air pollution [34], and to generate improved health behaviour in mothers (e.g. less smoking and drinking) [35].

In contrast, our findings suggested a short-term as well as a long-term protective effect of growth in GDP, where the long-term effect was markedly stronger than the short-term impact. To our knowledge, there is no other study focusing on all-cause mortality that has elucidated this issue, implying that we lack a basis for comparisons. However, one study that applied the same analytical strategy (ECm), but one study that applied the same analytical strategy (ECm), but we lack a basis for comparisons. However, one study that applied the same analytical strategy (ECm), but no other study focusing on all-cause mortality that has elucidated this issue, implying that we lack a basis for comparisons. However, one study that applied the same analytical strategy (ECm), but a more narrow outcome (traffic fatalities), also reported a long-term beneficial impact of GDP [22].

An important issue is, of course, what implications our findings have with regard to future research and policy measures. The health-economic research that has emerged in the vein of Ruhm’s influential work (e.g. [4]) makes it tempting to conclude that ‘the pro-cyclical character of mortality fluctuations is beginning to be a proven fact’ [36]. Our finding of a marked protective long-term effect of economic growth makes such a conclusion dispositive. However, notwithstanding any beneficial long-term effect of economic growth, our findings do suggest that temporary economic upturns, as indicated by decreased unemployment, tend to have deleterious effects on population health.
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health. An obvious task is to identify the mechanisms underlying these effects. As noted above in the Introduction, several mechanisms have been suggested and at least partly corroborated, including increased work-related stress, more road traffic and car crashes, higher levels of air pollution, and increased consumption of unhealthy products such as alcohol and tobacco. To make some progress in this area, it seems urgent to investigate the possible presence of socio-cultural contingencies; that is, is the relation between economic fluctuations and these mechanisms modified by social and cultural characteristics of the country? A better understanding of these relations and their socio-cultural contingencies would potentially enable the tailoring of policy measures to mitigate these adverse health effects of economic upturns.

Before concluding, we will note the major strengths and limitations of the study. Our data comprise a large number of countries, and cover a fairly long time period. However, these data are confined to affluent countries during a prosperous historical epoch, which of course limits the generalizability of our findings. Our estimates rely on within-country variation only, thus avoiding the potential bias that likely arises from cross-country co-variation. However, the risk of omitted variable bias cannot be dismissed in the present kind of research; i.e. that the findings have been distorted by the omission of some factor that is related to mortality as well as to the macroeconomic indicators. We applied a modelling approach (ECM) that is novel to the field, and which yielded new insights into the dynamics of the relation between mortality and macroeconomic change. However, the uniqueness of the findings regarding the long-term effect of GDP implies that we have little external evidence to validate them against, so these findings should be probed further in future research.

Bearing the above caveats in mind, we conclude that our findings suggest that an increase in unemployment yields an instantaneous decrease in all-cause mortality among infants and in the working-age population. Further, we found a protective short-term as well as long-term effect of GDP.

Key points
- All-cause mortality is a global indicator of the overall health of the population, and its relation to the macro economy is thus of vital interest.
- On the basis of time-series data for 21 OECD countries spanning the period 1960–2016, we found that increases in unemployment had a statistically significant association with decreases in mortality.
Economic growth, as indicated by increased GDP, had a long-term protective health impact as indexed by lowered mortality.
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