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Prediction and classification problems are two main tasks considered in modern statis-
tical learning theory. Different methods, like ridge regression, lasso regression, decision
tree, logistic regression, discriminant analysis, etc., have recently been developed in the
literature and successfully implemented in practice. Theoretical results, motivating the
applicability of the existing approaches, are derived in most cases under the standard
asymptotic regime, i.e., when the sample size is considerably larger than the number
of predictors in the model. Even though the same procedures are applied in the high-
dimensional setting, i.e., when the number of predictors is comparable to the sample size,
theoretical justifications are usually not available, and one can face unexpected results.

Within the project, we are going to contribute to statistical learning theory by devel-
oping new theoretical findings that explain and justify the applicability of the existing pre-
diction and classification approaches in the high-dimensional setting. The goal of the
project will be achieved by developing new theoretical results in random matrix theory
and their application to the problems at hand. As a byproduct of the developed theory, it
is expected to obtain new methods for both prediction and classification problems, whose
finite-sample properties will be assessed via an extensive simulation study. The proposed
new approaches will also be compared to the existing ones and implemented for real data.

More information about the supervisors’ past and ongoing research can be found at
https://www.su.se/english/profiles/tbodn-1.219689?open-collapse-boxes=body-research

https://www.su.se/english/profiles/johe3032-1.640812.
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